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Combined results for each experiment
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• In absence of other resonances Higgs is 
window to new physics

• Huge international and 
intergenerational success!

• First observed in clean final states: 
photons, ZZ, WW

• Now more channels, e.g. taus
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tth coupling of great importance

• Largest Yukawa coupling in SM 

• Drives hierarchy problem

• Vacuum stability

• Modified in many BSM models

‣ Composite Higgs

‣ Supersymmetric Models

[Degrassi et al (2012)]

• As Yossi pointed out, Higgs and Flavor does not 
need to be related (accident of SM) but there 
is feedback from Flavor to Higgs sector
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3.1.2 Higgs production at hadron machines

In the Standard Model, the main production mechanisms for Higgs particles at hadron

colliders make use of the fact that the Higgs boson couples preferentially to the heavy

particles, that is the massive W and Z vector bosons, the top quark and, to a lesser extent,

the bottom quark. The four main production processes, the Feynman diagrams of which are

displayed in Fig. 3.1, are thus: the associated production with W/Z bosons [241, 242], the

weak vector boson fusion processes [112, 243–246], the gluon–gluon fusion mechanism [185]

and the associated Higgs production with heavy top [247,248] or bottom [249,250] quarks:

associated production with W/Z : qq̄ −→ V + H (3.1)

vector boson fusion : qq −→ V ∗V ∗ −→ qq + H (3.2)

gluon − gluon fusion : gg −→ H (3.3)

associated production with heavy quarks : gg, qq̄ −→ QQ̄ + H (3.4)
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Figure 3.1: The dominant SM Higgs boson production mechanisms in hadronic collisions.

There are also several mechanisms for the pair production of the Higgs particles

Higgs pair production : pp −→ HH + X (3.5)

and the relevant sub–processes are the gg → HH mechanism, which proceeds through heavy

top and bottom quark loops [251,252], the associated double production with massive gauge

bosons [253, 254], qq̄ → HHV , and the vector boson fusion mechanisms qq → V ∗V ∗ →
HHqq [255, 256]; see also Ref. [254]. However, because of the suppression by the additional

electroweak couplings, they have much smaller production cross sections than the single

Higgs production mechanisms listed above.
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Higgs at the LHC

production decay
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qqH ττ (1ℓ)
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WH/ZH bb̄ (subjet)

Total width

degeneracy σ · BR ∝ g2
p
g2
d

ΓH
(ΓH ∝ g2)

Here: ΓH = ΣSMΓi

[Lafaye, Plehn, MR, Zerwas, Dührssen 2009]
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Higgs at the LHC

[Zeppenfeld, Kinnunen, Nikitenko, Richter-Was; Dührssen et al.]
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• Every measurement affected by production and decay

For Higgs boson coupling measurements:

Production

Decay into spec. 
channel

Sum of all 
possible decays
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• top-Higgs coupling directly accessible only in tth and th+X final states 
which constitute minor fraction of produced Higgses at LHC

• However, as Higgs does not decay into top quarks only measured in combination 
with other couplings

[Duehrssen et al]
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Phenomenological status and challenges of tth 

Signal calculated at NLO QCD

Higgs XS WG for mH=125 GeV: @ 8 TeV

@ 14 TeV

[Beenakker et al (2001), Dawson et al (2003)]

tth with fairly large error bands


 compared to other channels

and matched to parton shower (POWHEG)

[Garzelli at all (2011)]
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Phenomenology special as top decays before hadronization:

(14 TeV)
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I. tth with h -> bb
ATLAS detector and physics performance Volume I

Technical Design Report 9 April 1999

N Text of the next H1 1
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Figure 19-i ATLAS sensitivity for the discovery of a Standard Model Higgs boson. The statistical significances

are plotted for individual channels, as well as for the combination of all channels, assuming integrated luminosi-

ties of 30 fb-1 (top) and 100 fb-1 (bottom). Depending on the numbers of signal and background events, the sta-

tistical significance has been computed as S/ or using Poisson statistics. In the case of the H ! WW*

channel, a systematic uncertainty of #5% on the total number of background events has been assumed (this

uncertainty has been included in this case, since no mass peak can be reconstructed and the Higgs boson sig-

nal has therefore to be extracted from an excess of events).

B
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tth - using boosted jets
[T. Plehn, G. Salam, MS]

Motivation: • sizable cross-section
• Higgs discovery contribution in low mass range
• access to t- and b-Yukawa couplings

High expectations:

[ATLAS TDR 1999]

tth major channel

given the amount of Monte Carlo data available (out to q0 between around 9 to 16, i.e., to the level of a
3 to 4! discovery). At present it is not practical to verify directly that the chi-square formula remains
valid to the 5! level (i.e., out to q0 = 25). Thus the results on discovery significance presented here rest
on the assumption that the asymptotic distribution is a valid approximation to at least the 5! level.
The validation exercises carried here out indicate that the methods used should be valid, or in some

cases conservative, for an integrated luminosity of at least 2 fb−1. At earlier stages of the data taking,
one will be interested primarily in exclusion limits at the 95% confidence level. For this the distributions
of the test statistic qµ at different values of µ can be determined with a manageably small number of
events. It is therefore anticipated that we will rely on Monte Carlo methods for the initial phase of the
experiment.

4 Results of the combination

4.1 Combined discovery sensitivity

The full discovery likelihood ratio for all channels combined, "s+b(0), is calculated using Eq. 33. This
uses the median likelihood ratio of each channel, "s+b,i(0), found either by generating toy experiments
under the s+b hypothesis and calculating the median of the "s+b,i distribution or by approximating the
median likelihood ratio using the Asimov data sets with µA,i = 1. Both approaches were validated to
agree with each other. The discovery significance is calculated using Eq. 36, i.e., Z ⇥

√

�2ln" (0),
where " (0) is the combined median likelihood ratio.
The resulting significances per channel and the combined one are shown in Fig. 16 for an integrated

luminosity of 10 fb−1.
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Figure 16: The median discovery significance for the various channels and the combination with an integrated
luminosity of 10 fb−1 for (a) the lower mass range (b) for masses up to 600 GeV.

Themedian discovery significance as a function of the integrated luminosity and Higgs mass is shown
colour coded in Fig. 17. The full line indicates the 5! contour. Note that the approximations used do
not hold for very low luminosities (where the expected number of events is low) and therefore the results
below about 2fb−1 should be taken as indications only. In most cases, however, the approximations tend
to underestimate the true median significance.

4.2 Combined exclusion sensitivity

The full likelihood ratio of all channels used for exclusion for a signal strength µ , "b(µ), is calculated
using Eq. 34 with the median likelihood ratios of each channel, "b,i(µ), calculated, either by generating

27

HIGGS – STATISTICAL COMBINATION OF SEVERAL IMPORTANT STANDARD MODEL HIGGS . . .

310

1506

Expected Performance of the 
ATLAS Experiment, 

CERN-OPEN-2008-020

tth 
not considered

Cammin 
and 

Schumacher
(ATLAS)

O4 = q̄α
Rbα

Lq̄β
Lbβ

R (161)

O5 = q̄α
Rbβ

Lq̄β
Lbα

R (162)

pp → b̄bµ+νµ (163)

tanβ = 9.6 (164)

tanβ = 9.6 (165)

At = 900GeV (166)

δLR,31 = 0.7 (167)

S√
B

= 5 (168)

S = 2%B (169)

80fb−1 (170)

5σ (171)

cos(νb,j1) < −0.5 (172)

cos(νb,j2) < −0.5 (173)

cos(νb1,j1) (174)

cos(νij) (175)

pi (176)

pi + pj (177)

ZZγ/WWγ (178)

S/B ≃ 1/9 (179)

12

pi + pj (177)

ZZγ/WWγ (178)

S/B ≃ 1/9 (179)

S/
√

B ≃ 2.2 (180)

13

[Cammin and Schumacher,  ATL-PHYS-2003-024]Problems of this channel:
• 4 b -> 6 combinations to reconstruct m bb

• Low event reconst. efficiency due to lost decay prods.
• Systematics/Theory limited
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that

the
daughter

partons
are

lab
elled
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and

B
,
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of
the
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and
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let
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of
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the
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ole
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=
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=
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=
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w
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⇤
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⇥
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⇤
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the
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w
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⇤
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s �
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T
he

choice
of
k
depends

on
w
hich

of

the
tw
o
daughter

partons
is
parton

s, so
w
here

needed
w
e
w
ill use

the
notation

k(s)
instead

of
sim

ply
k.

For
H
,
w
e
start

w
ith

the
dipole

approxim
ation

for
the

squared
m
atrix

elem
ent

(w
ith

µ 2s =
µ 2h =

0),

H
dip

ole ⇥
C

A �
s2

2
p
h · p

k

2
p
s · p

h
2
p
s · p

k .

(30)

W
e
use

2
p
s · p

h
=
2k

s k
h [cosh(y

s �
y
h )�

cos(⇤
s �

⇤
h )]

⇥
k
s k

h [(y
s �

y
h ) 2

+
(⇤

s �
⇤
h ) 2
]

=
k
s k

h ⇥ 2sh
,

2
p
s · p

k ⇥
k
s k

k ⇥ 2sk
,

2
p
h · p

k ⇥
k
h k

k ⇥ 2hk
,

(31)
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In
this

section,
w
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define

the
m
ain

part
of

the
sim

plified
show

er,
Q
C
D

show
er

splittings.

A
.

S
p
littin

g
p
ro

b
a
b
ility

fo
r
g
⌅

g
+
g

T
he

splitting
vertex

for
a
Q
C
D

splitting
g
⌅

g
+
g
is
represented

by
a
function

H
ggg

as

illustrated
in

F
ig. 6.

W
e
call these

the
conditional splitting

probabilities.
H
ere

the
condition

is
that

the
m
other

parton
has

not
split

already
at

a
higher

virtuality.

L
et

us
exam

ine
w
hat

w
e
should

choose
for

H
ggg

for
a
g
⌅

g
+
g
splitting.

W
e
take

the

m
other

parton
to

carry
the

lab
el

J
and

w
e
supp

ose
that

the
daughter

partons
are

lab
elled

A
and

B
,
w
here

A
caries

the
3̄
color

of
the

m
other

and
is
draw

n
on

the
left,

w
hile

B
caries

the
3
color

of
the

m
other

and
is
draw

n
on

the
right.

T
he

form
of

the
splitting

probability

dep
ends

on
w
hich

of
the

tw
o
daughter

partons
is

the
softer.

W
e
let

h
b
e
the

lab
el

of
the

harder
daughter

parton
and

s
b
e
the

lab
el
of

the
softer

daughter
parton:

k
s
<

k
h .

B
y
definition,

k
s
<

k
h .

W
e
first

look
at

the
splitting

in
the

lim
it
k
s ⇤

k
h .

T
he

splitting

probability
is
then

dom
inated

by
graphs

in
w
hich

parton
s
is
em

itted
from

a
dip

ole
consisting

of
parton

J
and

som
e
other

parton,
call

it
parton

k.
If
s
=

A
,
then

the
em

itting
dip

ole
is

form
ed

from
parton

h
=

B
and

parton
k
=

k(J
)
L ,

w
hile

if
s
=

B
,
then

the
em

itting
dip

ole

is
form

ed
from

parton
h
=

A
and

parton
k
=

k(J
)
R .

T
he

choice
of

k
dep

ends
on

w
hich

of

the
tw
o
daughter

partons
is
parton

s,
so

w
here

needed
w
e
w
ill

use
the

notation
k(s)

instead

of
sim

ply
k.

F
or

H
,
w
e
start

w
ith

the
dip

ole
approxim

ation
for

the
squared

m
atrix

elem
ent

(w
ith

µ
2s
=

µ
2h
=

0),
H

d
ip
ole ⇥

C
A �

s

2

2
p
h · p

k

2
p
s · p

h
2
p
s · p

k

.

(30)

W
e
use

2
p
s · p

h
=

2k
s k

h [cosh(y
s �

y
h )�

cos(⇤
s �

⇤
h )]

⇥
k
s k

h [(y
s �

y
h ) 2

+
(⇤

s �
⇤
h ) 2]

=
k
s k

h
⇥
2sh

,

2
p
s · p

k ⇥
k
s k

k
⇥
2sk

,

2
p
h · p

k ⇥
k
h k

k
⇥
2h
k
,
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is
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function

H
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as

illustrated
in
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that

the
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and

B
,
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the
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color

of
the
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and
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draw
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the
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color

of
the
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and
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draw
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the
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T
he

form
of

the
splitting

probability

dep
ends

on
w
hich

of
the

tw
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daughter

partons
is

the
softer.

W
e
let

h
b
e
the

lab
el

of
the

harder
daughter

parton
and

s
b
e
the

lab
el
of

the
softer

daughter
parton:

k
s
<

k
h .

B
y
definition,

k
s
<

k
h .

W
e
first

look
at

the
splitting

in
the

lim
it
k
s ⇤

k
h .

T
he

splitting

probability
is
then

dom
inated

by
graphs

in
w
hich

parton
s
is
em

itted
from

a
dip

ole
consisting

of
parton

J
and

som
e
other

parton,
call

it
parton

k.
If
s
=

A
,
then

the
em

itting
dip

ole
is

form
ed

from
parton

h
=

B
and

parton
k
=

k(J
)
L ,

w
hile

if
s
=

B
,
then

the
em

itting
dip

ole

is
form

ed
from

parton
h
=

A
and

parton
k
=

k(J
)
R .

T
he

choice
of

k
dep

ends
on

w
hich

of

the
tw
o
daughter

partons
is
parton

s,
so

w
here

needed
w
e
w
ill

use
the

notation
k(s)

instead

of
sim

ply
k.

F
or

H
,
w
e
start

w
ith

the
dip

ole
approxim

ation
for

the
squared

m
atrix

elem
ent

(w
ith

µ
2s
=

µ
2h
=

0),
H

d
ip
ole ⇥

C
A �

s

2

2
p
h · p

k

2
p
s · p

h
2
p
s · p

k

.

(30)

W
e
use

2
p
s · p

h
=

2k
s k

h [cosh(y
s �

y
h )�

cos(⇤
s �

⇤
h )]

⇥
k
s k

h [(y
s �

y
h ) 2

+
(⇤

s �
⇤
h ) 2]

=
k
s k

h
⇥
2sh

,

2
p
s · p

k ⇥
k
s k

k
⇥
2sk

,

2
p
h · p

k ⇥
k
h k

k
⇥
2h
k
,

(31)
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+
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splitting
vertex

for
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splitting
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+
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is
represented

by
a
function

H
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as

illustrated
in

F
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W
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the
conditional splitting
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is
that
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other
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not
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and
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supp
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that
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and

B
,
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the
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of
the
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and
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draw
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hile
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the
3
color

of
the
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and
is
draw

n
on

the
right.
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he

form
of

the
splitting

probability

dep
ends

on
w
hich

of
the

tw
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daughter

partons
is

the
softer.

W
e
let

h
b
e
the

lab
el

of
the

harder
daughter

parton
and

s
b
e
the

lab
el
of

the
softer

daughter
parton:

k
s
<

k
h .

B
y
definition,

k
s
<

k
h .

W
e
first

look
at

the
splitting

in
the

lim
it
k
s ⇤

k
h .

T
he

splitting

probability
is
then

dom
inated

by
graphs

in
w
hich

parton
s
is
em

itted
from

a
dip

ole
consisting

of
parton

J
and

som
e
other

parton,
call

it
parton

k.
If
s
=

A
,
then

the
em

itting
dip

ole
is

form
ed

from
parton

h
=

B
and

parton
k
=

k(J
)
L ,

w
hile

if
s
=

B
,
then

the
em

itting
dip

ole

is
form

ed
from

parton
h
=

A
and

parton
k
=

k(J
)
R .

T
he

choice
of

k
dep

ends
on

w
hich

of

the
tw
o
daughter

partons
is
parton

s,
so

w
here

needed
w
e
w
ill

use
the

notation
k(s)

instead

of
sim

ply
k.

F
or

H
,
w
e
start

w
ith

the
dip

ole
approxim

ation
for

the
squared

m
atrix

elem
ent

(w
ith

µ
2s
=

µ
2h
=

0),
H

d
ip
ole ⇥

C
A �

s

2

2
p
h · p

k

2
p
s · p

h
2
p
s · p

k

.

(30)

W
e
use

2
p
s · p

h
=

2k
s k

h [cosh(y
s �

y
h )�

cos(⇤
s �

⇤
h )]

⇥
k
s k

h [(y
s �

y
h ) 2

+
(⇤

s �
⇤
h ) 2]

=
k
s k

h
⇥
2sh

,

2
p
s · p

k ⇥
k
s k

k
⇥
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,

2
p
h · p

k ⇥
k
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k
⇥
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k
,
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and
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of
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and
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hile

if
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,
then
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itting
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on

w
hich

of
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is
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w
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ation
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the
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ith
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µ
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H
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ole ⇥
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p
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W
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2k
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h [cosh(y
s �
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⇤
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s �
⇤
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In
th
is
section

,
w
e
d
efi
n
e
th
e
m
ain

p
art

of
th
e
sim

p
lifi

ed
sh
ow

er,
Q
C
D

sh
ow

er
sp
littin

gs.

A
.

S
p
littin

g
p
ro

b
a
b
ility

fo
r
g
⌅

g
+
g

T
h
e
sp
littin

g
vertex

for
a
Q
C
D

sp
littin

g
g
⌅

g
+
g
is
rep

resented
by

a
fu
n
ction

H
g
g
g
as

illu
strated

in
F
ig.

6.
W
e
call

th
ese

th
e
con

d
ition

al
sp
littin

g
p
rob

ab
ilities.

H
ere

th
e
con

d
ition

is
th
at

th
e
m
oth

er
p
arton

h
as

n
ot

sp
lit

alread
y
at

a
h
igh

er
virtu

ality.

L
et

u
s
exam

in
e
w
h
at

w
e
sh
ou

ld
ch
oose

for
H

g
g
g
for

a
g
⌅

g
+
g
sp
littin

g.
W
e
take

th
e

m
oth

er
p
arton

to
carry

th
e
lab

el
J
an

d
w
e
su
p
p
ose

th
at

th
e
d
au

ghter
p
arton

s
are

lab
elled

A
an

d
B
,
w
h
ere

A
caries

th
e
3̄
color

of
th
e
m
oth

er
an

d
is
d
raw

n
on

th
e
left,

w
h
ile

B
caries

th
e
3
color

of
th
e
m
oth

er
an

d
is
d
raw

n
on

th
e
right.

T
h
e
form

of
th
e
sp
littin

g
p
rob

ab
ility

d
ep
en
d
s
on

w
h
ich

of
th
e
tw

o
d
au

ghter
p
arton

s
is

th
e
softer.

W
e
let

h
b
e
th
e
lab

el
of

th
e

h
ard

er
d
au

ghter
p
arton

an
d
s
b
e
th
e
lab

el
of

th
e
softer

d
au

ghter
p
arton

:
k
s
<

k
h.

B
y
d
efi
n
ition

,
k
s
<

k
h.

W
e
fi
rst

look
at

th
e
sp
littin

g
in

th
e
lim

it
k
s⇤

k
h.

T
h
e
sp
littin

g

p
rob

ab
ility

is
th
en

d
om

in
ated

by
grap

h
s
in

w
h
ich

p
arton

s
is
em

itted
from

a
d
ip
ole

con
sistin

g

of
p
arton

J
an

d
som

e
oth

er
p
arton

,
call

it
p
arton

k
.
If
s
=

A
,
th
en

th
e
em

ittin
g
d
ip
ole

is

form
ed

from
p
arton

h
=

B
an

d
p
arton

k
=

k
(J
)L,

w
h
ile

if
s
=

B
,
th
en

th
e
em

ittin
g
d
ip
ole

is
form

ed
from

p
arton

h
=

A
an

d
p
arton

k
=

k
(J
)R
.
T
h
e
ch
oice

of
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=
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⇤
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⇥
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and
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draw
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the
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the
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of
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the
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let
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b
e
the

lab
el
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b
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<
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inated
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=
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=
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=
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w
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the
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w
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s �
y
h )�

cos(⇤
s �

⇤
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s �
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the
em

itting
dipole

is
form

ed
from

parton
h
=
A
and
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=
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w
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0),

H
dip

ole ⇥
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s �
y
h )�

cos(⇤
s �

⇤
h )]

⇥
k
s k

h [(y
s �
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⇤
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and
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s
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of
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=
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then
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w
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s �
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⇤
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s �
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Challenging backgrounds in this channel

ttbb ttjj ttZ
[Bredenstein et al (2009),


Bevilacqua et al (2009)] [Bevilacqua et al (2009)] [Lazopoulos et al (2008)]

single lepton channel di-lepton channel
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Challenging backgrounds in this channel

⇢X,Y =

E[(X � E[X])(Y � E[Y ])]

�x�y
(193)

gggh(mh) > gggh,SM (194)

b¯bb¯b (195)

�(pp ! t¯tH) ' 0.1293 11.6%
�17.2% pb (196)

�(pp ! t¯tH) ' 0.6113 14.8%
�18.2% pb (197)

�(pp ! t¯tH)⇥BR(H ! b¯b) ' 352.7 fb (198)

�(pp ! t¯tH)⇥BR(H ! ��) ' 1.39 fb (199)

�(pp ! t¯tH)⇥BR(H ! ⌧⌧) ' 38.63 fb (200)

�(pp ! t¯tH)⇥BR(H ! WW ) ' 131.1 fb (201)

p
ŝ � mt,mh,mW � mb (202)

14

After b-tags and selection cuts major background ttbb:

multi-scale process

• NLO calculations reduce uncertainty from 80% to 20-30%

• Collider analyses require matching to parton shower

‣ Powheg matching to Pythia/Herwig, 5F-scheme (mb=0) [Kardos, Trocanyi (2013)]

‣ S-MC@NLO matching to Sherpa, 4F-scheme (finite mb) [Cascioli et al (2013)]

scale choice tricky

CKKW inspired scale choice gives good perturbative convergence:

• K-factors moderate, though 
enhanced in signal region

• Scale uncertainties mostly 
from 

⇢X,Y =

E[(X � E[X])(Y � E[Y ])]

�x�y
(193)

gggh(mh) > gggh,SM (194)

b¯bb¯b (195)

�(pp ! t¯tH) ' 0.1293 11.6%
�17.2% pb (196)

�(pp ! t¯tH) ' 0.6113 14.8%
�18.2% pb (197)

�(pp ! t¯tH)⇥BR(H ! b¯b) ' 352.7 fb (198)

�(pp ! t¯tH)⇥BR(H ! ��) ' 1.39 fb (199)

�(pp ! t¯tH)⇥BR(H ! ⌧⌧) ' 38.63 fb (200)

�(pp ! t¯tH)⇥BR(H ! WW ) ' 131.1 fb (201)

p
ŝ � mt,mh,mW � mb (202)

µR (203)

14
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Challenging backgrounds in this channel

LO -> NLO large improvements

But still significant uncertainties



Which top decay mode is most sensitive?

[Artoisenet et al (2013)]

Analysis with 4 b-jets and std 
reconstruction as input to MEM

Projection at 14 TeV

• Using Matrix Element Method di-lepton channel at 
least as or even more sensitive than single-lepton 
channel for standard input objects beyond ~ 8 ifb

SM
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Present results by CMS and ATLAS

• Both experiments are sensitive at X-times the SM cross section. 
However, because channel systematics limited X > 3 is not the challenge

• Recent progress in ttbb and tt+jets will reduce uncertainty in 
background but what we really want to measure coupling is a 
side-band analysis … 

based on BDT based on Neural Net
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To relax sensitivity on overall Signal and BKG normalization 
we want this situation:

[Butterworth et al (2008)]

Narrow, well 
separated signal peak

Peak of resonance we 
know the coupling well

otherwise continuous 
background

• Need reconstruction which gives narrow mbb for resonance


• Need reconstruction that does NOT introduce scale


• Need reconstruction that has same eff. for Z as for H

Compare peak height of 
known and new resonance
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2

Signal and backgrounds — We consider associated top
and Higgs production with one hadronic and one leptonic
top decay. The latter allows the events to pass the Atlas
and CMS triggers. The main backgrounds are

pp → tt̄bb̄ irreducible QCD background

pp → tt̄Z irreducible Z-peak background

pp → tt̄ + jets include fake bottoms (2)

To account for higher-order effects we normalize our to-
tal signal rate to the next-to-leading order prediction of
702 fb for mH = 120 GeV [21]. The tt̄bb̄ continuum back-
ground we normalize to 2.6 pb after the acceptance cuts
|yb| < 2.5, pT,b > 20 GeV and Rbb > 0.8 of Ref. [22]. This
conservative rate estimate for very hard events implies a
K factor of σNLO/σLO = 2.3 which we need to attach
to our leading-order background simulation — compared
to K = 1.57 for the signal. Finally, the tt̄Z background
at NLO is normalized to 1.1 pb [23]. For tt̄ plus jets
production we do not apply a higher-order correction be-
cause the background rejection cuts drives it into kine-
matic configuration in which a constant K factor cannot
be used. Throughout this analysis we use an on-shell top
mass of 172.3 GeV. All hard processes we generate using
MadEvent [24], shower and hadronize via Herwig++ [25]
(without g → bb̄ splitting) and analyze with FastJet [26].
We have verified that we obtain consistent results for sig-
nal and background using Alpgen [27] and Herwig 6.5 [28]

An additional background is W+jets production. The
Wjj rate starts from roughly 15 nb with pT,j > 20 GeV.
Asking for two very hard jets, mimicking the boosted
Higgs and top jets, and a leptonic W decay reduces this
rate by roughly three orders of magnitude. Our top
tagger described below gives a mis-tagging probability
around 5% including underlying event, the Higgs mass
window another reduction by a factor 1/10, i.e. the final
Wjj rate without flavor tags ranges around 100 fb.

Adding two bottom tags we expect a purely fake-
bottom contribution around 0.01 fb. To test the gen-
eral reliability of bottom tags in QCD background re-
jection we also simulate the Wjj background including
bottom quarks from the parton shower and find a re-
maining background of O(0.1 fb), well below 10% of the
tt̄+jets background already for two bottom tags. For
three bottom tags it is essentially zero, so we neglect it
in the following.

The charm-flavored Wcj rate starts off with 1/6 of
the purely mis-tagged Wjj rate. A tenfold mis-tagging
probability still leaves this background well below the
effect of bottoms from the parton shower. Finally, a
lower limit mrec

bb > 110 GeV keeps us safely away from
CKM-suppressed W → bc̄ decays where the charm is
mis-identified as a bottom jet.

Search strategy — The motivation for a tt̄H search
with boosted heavy states can be seen in Fig. 1: the
leading top quark and the Higgs boson both carry size-
able transverse momentum. We therefore first cluster

10
-4

10
-3

10
-2

10
-1

0 100 200 300 400 500 600 700

1/σtot dσ/dpT

pT[GeV]

ttH: pT,t

ttH: pT,H

WH: pT,HWjj: pT,j

FIG. 1: Normalized top and Higgs transverse momentum
spectra in tt̄H production (solid). We also show pT,H in
W−H production (dashed) and the pT of the harder jet in
W−jj production with pT,j > 20 GeV (dotted).

the event with the Cambridge/Aachen (C/A) jet algo-
rithm [29] using R = 1.5 and require two or more hard
jets and a lepton satisfying:

pT,j > 200 GeV |y(H)
j | < 2.5 |y(t)

j | < 4

pT,ℓ > 15 GeV |yℓ| < 2.5 . (3)

The maximum Higgs jet rapidity y(H)
J is limited by the

requirement that it be possible to tag its b-content. For
lepton identification and isolation we assume an 80% ef-
ficiency, in agreement with what we expect from a fast
Atlas detector simulation. The outline of our analysis is
then as follows (cross sections at various stages are sum-
marized in Tab. I):

(1) one of the two jets should pass the top tagger (de-
scribed below). If two jets pass we choose the one whose
top candidate is closer to the top mass.
(2) the Higgs tagger (also described below) runs over all
remaining jets with |y| < 2.5. It includes a double bottom
tag.
(2’) a third b tag can be applied in a separate jet analysis
after removing the constituents associated with the top
and Higgs.
(3) to compute the statistical significance we require
mrec

bb = mH ± 10 GeV.

In this analysis, QCD tt̄ plus jets production can fake
the signal assuming three distinct topologies: first, the
Higgs candidate jet can arise from two mis-tagged QCD
jets. The total rate without flavored jets exceeds tt̄bb̄
production by a factor of 200. This ratio can be balanced
by the two b tags inside the Higgs resonance. Secondly,
there is an O(10%) probability for the bottom from the
leptonic top decay to leak into the Higgs jet and combine
with a QCD jet, to fake a Higgs candidate. This topology
is the most dangerous and can be essentially removed by
a third b tag outside the Higgs and top substructures.
Finally, the bottom from the hadronic top can also leak

pT distributions relevant for tth

background

signal

Can we repeat success of BDRS study in tth?

17The Flavor of Higgs          Weizmann Institute      Michael Spannowsky          24.06.2014                   



Problems in event reconstruction:

- (b-)jet multiplicity
- reconstruction efficiency

Boost should help
but

need tagger for this 
environment

R=1.5

Cambridge/Aachen


Jet-Alg

pT plane

LHC

Higgs
b

b
_

b

u

d

had top

b
l

v

lep top
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tt̄bb̄

tt̄z

tt̄hdσ/dmbb̄ [fb/5 GeV]1.2
1

0.8
0.6
0.4
0.2
0

tt̄bb̄

tt̄z

tt̄hdσ/dmbb̄ [fb/5 GeV]

mbb̄ [GeV]
210180150120906030

1

0.8

0.6

0.4

0.2

0

-Development of Higgs and top 
tagger for busy final state

-Improvement of S/B from 
1/9 to 1/2

Results for boosted tth in h->bb

with UE

- 5 sigma sign. with 100 1/fb

‣ HEPTopTagger designed for 
tth used by ATLAS and CMS

[Plehn at al (2010)]

‣ Boosted topology ameliorates problems with combinatorics

‣ We find Higgs peak next to Z peak on top of continuous background
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‣ Jet substructure methods 
well established by now

‣ Possible further improvements due to top polarization [Biswal et al (2014)]
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II. tth with h -> WW

• Worth measuring in its own right, as in ratio

⇢X,Y =

E[(X � E[X])(Y � E[Y ])]

�x�y
(193)

gggh(mh) > gggh,SM (194)

b¯bb¯b (195)

�(pp ! t¯tH) ' 0.1293 11.6%
�17.2% pb (196)

�(pp ! t¯tH) ' 0.6113 14.8%
�18.2% pb (197)

�(pp ! t¯tH)⇥BR(H ! b¯b) ' 352.7 fb (198)

�(pp ! t¯tH)⇥BR(H ! ��) ' 1.39 fb (199)

�(pp ! t¯tH)⇥BR(H ! ⌧⌧) ' 38.63 fb (200)

�(pp ! t¯tH)⇥BR(H ! WW ) ' 131.1 fb (201)

p
ŝ � mt,mh,mW � mb (202)

µR (203)

�(t¯tH)⇥ BR(H ! b¯b)

�(t¯tH)⇥ BR(H ! WW )

' g2Hbb

g2HWW

(204)

14

many systematics cancel

• W-rich final state can be separated in

⇢X,Y =

E[(X � E[X])(Y � E[Y ])]

�x�y
(193)

gggh(mh) > gggh,SM (194)

b¯bb¯b (195)

�(pp ! t¯tH) ' 0.1293 11.6%
�17.2% pb (196)

�(pp ! t¯tH) ' 0.6113 14.8%
�18.2% pb (197)

�(pp ! t¯tH)⇥BR(H ! b¯b) ' 352.7 fb (198)

�(pp ! t¯tH)⇥BR(H ! ��) ' 1.39 fb (199)

�(pp ! t¯tH)⇥BR(H ! ⌧⌧) ' 38.63 fb (200)

�(pp ! t¯tH)⇥BR(H ! WW ) ' 131.1 fb (201)

p
ŝ � mt,mh,mW � mb (202)

µR (203)

�(t¯tH)⇥ BR(H ! b¯b)

�(t¯tH)⇥ BR(H ! WW )

' g2Hbb

g2HWW

(204)

W+W�W+W�b¯b (205)

14

lepton multiplicity of final state [Maltoni et al (2002)]

for 300 ifb
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Combination indicates ~ 25% uncertainty measuring Htt with 300 ifb

[Maltoni et al (2002)]
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[Craig et al (2013)] and [Curtin et al (2013)]

special focus on same-sign leptons -> at 8 TeV found to be as 
sensitive as            and

⇢X,Y =

E[(X � E[X])(Y � E[Y ])]

�x�y
(193)

gggh(mh) > gggh,SM (194)

b¯bb¯b (195)

�(pp ! t¯tH) ' 0.1293 11.6%
�17.2% pb (196)

�(pp ! t¯tH) ' 0.6113 14.8%
�18.2% pb (197)

�(pp ! t¯tH)⇥BR(H ! b¯b) ' 352.7 fb (198)

�(pp ! t¯tH)⇥BR(H ! ��) ' 1.39 fb (199)

�(pp ! t¯tH)⇥BR(H ! ⌧⌧) ' 38.63 fb (200)

�(pp ! t¯tH)⇥BR(H ! WW ) ' 131.1 fb (201)

p
ŝ � mt,mh,mW � mb (202)

µR (203)

�(t¯tH)⇥ BR(H ! b¯b)

�(t¯tH)⇥ BR(H ! WW )

' g2Hbb

g2HWW

(204)

W+W�W+W�b¯b (205)

H ! b¯b (206)

H ! �� (207)

14

⇢X,Y =

E[(X � E[X])(Y � E[Y ])]

�x�y
(193)

gggh(mh) > gggh,SM (194)

b¯bb¯b (195)

�(pp ! t¯tH) ' 0.1293 11.6%
�17.2% pb (196)

�(pp ! t¯tH) ' 0.6113 14.8%
�18.2% pb (197)

�(pp ! t¯tH)⇥BR(H ! b¯b) ' 352.7 fb (198)

�(pp ! t¯tH)⇥BR(H ! ��) ' 1.39 fb (199)

�(pp ! t¯tH)⇥BR(H ! ⌧⌧) ' 38.63 fb (200)

�(pp ! t¯tH)⇥BR(H ! WW ) ' 131.1 fb (201)

p
ŝ � mt,mh,mW � mb (202)

µR (203)

�(t¯tH)⇥ BR(H ! b¯b)

�(t¯tH)⇥ BR(H ! WW )

' g2Hbb

g2HWW

(204)

W+W�W+W�b¯b (205)

H ! b¯b (206)

H ! �� (207)

14

multi-lepton final states, incl taus

III. tth with H -> WW and H -> taus

Study SSL final states for tth contribution: [CMS-SUS-12-017]

• Recast enhanced tth and set limit

10 ifb
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Fit for 8 TeV data Combination 7, 8 and 14 TeV

Advantage: tth coupling measurement disentangled from hbb, i.e.

⇢X,Y =

E[(X � E[X])(Y � E[Y ])]

�x�y
(193)

gggh(mh) > gggh,SM (194)

b¯bb¯b (195)

�(pp ! t¯tH) ' 0.1293 11.6%
�17.2% pb (196)

�(pp ! t¯tH) ' 0.6113 14.8%
�18.2% pb (197)

�(pp ! t¯tH)⇥BR(H ! b¯b) ' 352.7 fb (198)

�(pp ! t¯tH)⇥BR(H ! ��) ' 1.39 fb (199)

�(pp ! t¯tH)⇥BR(H ! ⌧⌧) ' 38.63 fb (200)

�(pp ! t¯tH)⇥BR(H ! WW ) ' 131.1 fb (201)

p
ŝ � mt,mh,mW � mb (202)

µR (203)

�(t¯tH)⇥ BR(H ! b¯b)

�(t¯tH)⇥ BR(H ! WW )

' g2Hbb

g2HWW

(204)

W+W�W+W�b¯b (205)

H ! b¯b (206)

H ! �� (207)

t¯tH ! b¯bl⌫qq0⌧+h ⌧�h (208)

t¯tZ (209)

�(t¯tH)⇥ BR(H ! WW )

�(HW )⇥ BR(H ! WW )

' g2Htt

g2HWW

(210)

14

[Azatov et al (2012)]
[Curtin et al (2012)]
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IV. tth with h -> hadronic-taus

[Belyaev et al (2002)]

⇢X,Y =

E[(X � E[X])(Y � E[Y ])]

�x�y
(193)

gggh(mh) > gggh,SM (194)

b¯bb¯b (195)

�(pp ! t¯tH) ' 0.1293 11.6%
�17.2% pb (196)

�(pp ! t¯tH) ' 0.6113 14.8%
�18.2% pb (197)

�(pp ! t¯tH)⇥BR(H ! b¯b) ' 352.7 fb (198)

�(pp ! t¯tH)⇥BR(H ! ��) ' 1.39 fb (199)

�(pp ! t¯tH)⇥BR(H ! ⌧⌧) ' 38.63 fb (200)

�(pp ! t¯tH)⇥BR(H ! WW ) ' 131.1 fb (201)

p
ŝ � mt,mh,mW � mb (202)

µR (203)

�(t¯tH)⇥ BR(H ! b¯b)

�(t¯tH)⇥ BR(H ! WW )

' g2Hbb

g2HWW

(204)

W+W�W+W�b¯b (205)

H ! b¯b (206)

H ! �� (207)

t¯tH ! b¯bl⌫qq0⌧+h ⌧�h (208)

14

• Signal process considered

• Only background electroweak 

⇢X,Y =

E[(X � E[X])(Y � E[Y ])]

�x�y
(193)

gggh(mh) > gggh,SM (194)

b¯bb¯b (195)

�(pp ! t¯tH) ' 0.1293 11.6%
�17.2% pb (196)

�(pp ! t¯tH) ' 0.6113 14.8%
�18.2% pb (197)

�(pp ! t¯tH)⇥BR(H ! b¯b) ' 352.7 fb (198)

�(pp ! t¯tH)⇥BR(H ! ��) ' 1.39 fb (199)

�(pp ! t¯tH)⇥BR(H ! ⌧⌧) ' 38.63 fb (200)

�(pp ! t¯tH)⇥BR(H ! WW ) ' 131.1 fb (201)

p
ŝ � mt,mh,mW � mb (202)

µR (203)

�(t¯tH)⇥ BR(H ! b¯b)

�(t¯tH)⇥ BR(H ! WW )

' g2Hbb

g2HWW

(204)

W+W�W+W�b¯b (205)

H ! b¯b (206)

H ! �� (207)

t¯tH ! b¯bl⌫qq0⌧+h ⌧�h (208)

t¯tZ (209)

14

t¯tH ! b¯bl⌫qq0⌧+h ⌧�h (208)

t¯tZ (209)

�(t¯tH)⇥ BR(H ! WW )

�(HW )⇥ BR(H ! WW )

' g2Htt

g2HWW

(210)

�(t¯tH)⇥ BR(H ! ⌧⌧)

�(Hjj)⇥ BR(H ! ⌧⌧)
' g2Htt

(X g2HWW + Y g2HZZ)
(211)

15

Also possible:


Separate GF and WBF and take

production

decay

Ratio of couplings can be measured, 
here very optimistic uncertainties
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⇢X,Y =

E[(X � E[X])(Y � E[Y ])]

�x�y
(193)

gggh(mh) > gggh,SM (194)

b¯bb¯b (195)

�(pp ! t¯tH) ' 0.1293 11.6%
�17.2% pb (196)

�(pp ! t¯tH) ' 0.6113 14.8%
�18.2% pb (197)

�(pp ! t¯tH)⇥BR(H ! b¯b) ' 352.7 fb (198)

�(pp ! t¯tH)⇥BR(H ! ��) ' 1.39 fb (199)

�(pp ! t¯tH)⇥BR(H ! ⌧⌧) ' 38.63 fb (200)

�(pp ! t¯tH)⇥BR(H ! WW ) ' 131.1 fb (201)

p
ŝ � mt,mh,mW � mb (202)

µR (203)

�(t¯tH)⇥ BR(H ! b¯b)

�(t¯tH)⇥ BR(H ! WW )

' g2Hbb

g2HWW

(204)

W+W�W+W�b¯b (205)

H ! b¯b (206)

H ! �� (207)

14

V. tth with [Buttar et al. (2006)]

with 14 TeV and 100 ifb

• Good significance after 100 ifb for SM value

• However, variation of htt partly compensated by 
destructive interference with W loop in decay

• No other peak to compare
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top-Higgs associated production
Three SM-like production processes:

t-channel s-channel tW-associated channel

• Largest CS t-channel, despite negative interference between 
Higgs emission off top or W

• However, this strong interference results in sensitivity of sign of 
Htt coupling

[Biswas et al (2002)]
[Maltoni et al (2001)]



+
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Total rate very sensitive to interplay between 

t¯tH ! b¯bl⌫qq0⌧+h ⌧�h (208)

t¯tZ (209)

�(t¯tH)⇥ BR(H ! WW )

�(HW )⇥ BR(H ! WW )

' g2Htt

g2HWW

(210)

�(t¯tH)⇥ BR(H ! ⌧⌧)

�(Hjj)⇥ BR(H ! ⌧⌧)
' g2Htt

(X g2HWW + Y g2HZZ)
(211)

H ! �� (212)

Ct & 0.5 (213)

95% C.L. (214)

15

[Grojean et al (2013)]

and

t¯tH ! b¯bl⌫qq0⌧+h ⌧�h (208)

t¯tZ (209)

�(t¯tH)⇥ BR(H ! WW )

�(HW )⇥ BR(H ! WW )

' g2Htt

g2HWW

(210)

�(t¯tH)⇥ BR(H ! ⌧⌧)

�(Hjj)⇥ BR(H ! ⌧⌧)
' g2Htt

(X g2HWW + Y g2HZZ)
(211)

H ! �� (212)

Ct & 0.5 (213)

95% C.L. (214)

CV (215)

15



28The Flavor of Higgs          Weizmann Institute      Michael Spannowsky          24.06.2014                   

6

543210

4

3

2

1

0

R(H, jb)

si
gn

al
ra

ti
o

543210

10

8

6

4

2

0

toy data
background

1 × yt,SM

0.5 × yt,SM

CH 1

✞

✝

☎

✆
L = 3/ab

R(H, jb)

d
N

/d
R

(H
,j

b
)

[1
/0

.2
5]

543210

4

3

2

1

0

|∆y(H, jb)|

si
gn

al
ra

ti
o

543210

10

8

6

4

2

0

toy data
background

1 × yt,SM

0.5 × yt,SM

CH 1

✞

✝

☎

✆
L = 3/ab

|∆y(H, jb)|

d
N

/d
|∆

y(
H

,j
b
)|

[1
/0

.2
5]

FIG. 4: Lego-plot separation and rapidity difference of the reconstructed Higgs boson and b-tagged jet. We show the expected
distribution for a target luminosity of 3/ab after the selection criteria detailed in the text have been applied. To get an idea of
the involved statistical uncertainty of such a measurement with an SM-consistent outcome, we include toy data and the 95%
Bayesian confidence level error bars around the central values. We use these distributions and MC-sampled toy measurements
to compute a confidence level interval for the top quark Yukawa coupling (see text); the ct = 0.5 sample includes a modified
h → γγ branching ratio. Note that the signal hypotheses overlap.
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FIG. 5: Same as Fig. 4 for a measurement performed in channel 2 as defined in the text.

(inverted) shape at small values and provides increased
statistical pull. Despite that in this case S/B is not as
optimal for the SM scenario as before, we add statisti-
cal information that efficiently constrains ct across the

two regions. We end up with confidence levels for our
benchmark point

ct ! 0.5 at 95% CLs [99% CLs] . (5)
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FIG. 4: Lego-plot separation and rapidity difference of the reconstructed Higgs boson and b-tagged jet. We show the expected
distribution for a target luminosity of 3/ab after the selection criteria detailed in the text have been applied. To get an idea of
the involved statistical uncertainty of such a measurement with an SM-consistent outcome, we include toy data and the 95%
Bayesian confidence level error bars around the central values. We use these distributions and MC-sampled toy measurements
to compute a confidence level interval for the top quark Yukawa coupling (see text); the ct = 0.5 sample includes a modified
h → γγ branching ratio. Note that the signal hypotheses overlap.

543210

8

6

4

2

0

R(H, jb)
si

gn
al

ra
ti
o

543210

10

8

6

4

2

0

toy data
background

1 × yt,SM

0.5 × yt,SM

CH 2

✞

✝

☎

✆
L = 3/ab

R(H, jb)

d
N

/d
R

(H
,j

b
)

[1
/0

.2
5]

543210

8

6

4

2

0

|∆y(H, jb)|

si
gn

al
ra

ti
o

543210

10

8

6

4

2

0

toy data
background

1 × yt,SM

0.5 × yt,SM

CH 2

✞

✝

☎

✆
L = 3/ab

|∆y(H, jb)|

d
N

/d
|∆

y(
H

,j
b
)|

[1
/0

.2
5]

FIG. 5: Same as Fig. 4 for a measurement performed in channel 2 as defined in the text.

(inverted) shape at small values and provides increased
statistical pull. Despite that in this case S/B is not as
optimal for the SM scenario as before, we add statisti-
cal information that efficiently constrains ct across the

two regions. We end up with confidence levels for our
benchmark point

ct ! 0.5 at 95% CLs [99% CLs] . (5)

Beyond total rates

• Angular correlations can 
improve sensitivity

[Englert et al (2013)]

• In 

t¯tH ! b¯bl⌫qq0⌧+h ⌧�h (208)

t¯tZ (209)

�(t¯tH)⇥ BR(H ! WW )

�(HW )⇥ BR(H ! WW )

' g2Htt

g2HWW

(210)

�(t¯tH)⇥ BR(H ! ⌧⌧)

�(Hjj)⇥ BR(H ! ⌧⌧)
' g2Htt

(X g2HWW + Y g2HZZ)
(211)

H ! �� (212)

Ct & 0.5 (213)

15

t¯tH ! b¯bl⌫qq0⌧+h ⌧�h (208)

t¯tZ (209)

�(t¯tH)⇥ BR(H ! WW )

�(HW )⇥ BR(H ! WW )

' g2Htt

g2HWW

(210)

�(t¯tH)⇥ BR(H ! ⌧⌧)

�(Hjj)⇥ BR(H ! ⌧⌧)
' g2Htt

(X g2HWW + Y g2HZZ)
(211)

H ! �� (212)

Ct & 0.5 (213)

15

at

t¯tH ! b¯bl⌫qq0⌧+h ⌧�h (208)

t¯tZ (209)

�(t¯tH)⇥ BR(H ! WW )

�(HW )⇥ BR(H ! WW )

' g2Htt

g2HWW

(210)

�(t¯tH)⇥ BR(H ! ⌧⌧)

�(Hjj)⇥ BR(H ! ⌧⌧)
' g2Htt

(X g2HWW + Y g2HZZ)
(211)

H ! �� (212)

Ct & 0.5 (213)

95% C.L. (214)

15

Distinctive kinematic features due to 
forward jet



CP properties of Higgs
[Ellis et al (2013)]

Higgs could be mixture of CP-even and CP-odd state:

define

where SM

Affects cross sections: and shapes:

t¯tH ! b¯bl⌫qq0⌧+h ⌧�h (208)

t¯tZ (209)

�(t¯tH)⇥ BR(H ! WW )

�(HW )⇥ BR(H ! WW )

' g2Htt

g2HWW

(210)

�(t¯tH)⇥ BR(H ! ⌧⌧)

�(Hjj)⇥ BR(H ! ⌧⌧)
' g2Htt

(X g2HWW + Y g2HZZ)
(211)

H ! �� (212)

Ct & 0.5 (213)

95% C.L. (214)

CV (215)

T = (3, 1)
2/3 (216)

T c
= (

¯

3, 1)�2/3 (217)

ct =
1� 2⇠p
1� ⇠

(218)

ct =
p

1� ⇠ (219)

⇠ = v2/f2 (220)

15

In
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New Physics in tth
Received much less attention than eg HH 
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tth from vector-like quarks

[Kribs et al (2010)]

t¯tH ! b¯bl⌫qq0⌧+h ⌧�h (208)

t¯tZ (209)

�(t¯tH)⇥ BR(H ! WW )

�(HW )⇥ BR(H ! WW )

' g2Htt

g2HWW

(210)

�(t¯tH)⇥ BR(H ! ⌧⌧)

�(Hjj)⇥ BR(H ! ⌧⌧)
' g2Htt

(X g2HWW + Y g2HZZ)
(211)

H ! �� (212)

Ct & 0.5 (213)

95% C.L. (214)

CV (215)

T = (3, 1)
2/3 (216)

T = (

¯

3, 1)�2/3 (217)

15

t¯tH ! b¯bl⌫qq0⌧+h ⌧�h (208)

t¯tZ (209)

�(t¯tH)⇥ BR(H ! WW )

�(HW )⇥ BR(H ! WW )

' g2Htt

g2HWW

(210)

�(t¯tH)⇥ BR(H ! ⌧⌧)

�(Hjj)⇥ BR(H ! ⌧⌧)
' g2Htt

(X g2HWW + Y g2HZZ)
(211)

H ! �� (212)

Ct & 0.5 (213)

95% C.L. (214)

CV (215)

T = (3, 1)
2/3 (216)

T c
= (

¯

3, 1)�2/3 (217)

15

Assume VLQ with and

see e.g. comp-Higgs models, little Higgs…

Add

Limit inf. 
T mass
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Burried Higgs

h

A

A

[Falkowski et al (2010)]

tth

• Higgs decays into CP-odd scalar (10 GeV) 
with subsequent decay into gluons

• Jet substructure used in leptonic tth

• Sudakov suppression exploited for low 
jet mass

[Bellazzini et al (2009)]
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Conclusions

•tth one of most crucial coupling measurements for 14 TeV run

•Final state tth is one of the most complex SM final states

‣  Measurement in H->bb mostly systematics limited

‣  New techniques are needed/available to reconstruct 

• thj interesting final state to eliminate sign-ambiguity of tth 
coupling

• Worth recasting first tth results in terms of new physics 
models
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I. Find fat jets (C/A, R=1.5, pT>200 GeV) 

II. Find hard substructure using mass drop criterion

How does the HEPTopTagger work?

Undo clustering,

�U < 0.02 (64)

U = 0 (65)

BR(H ⇤ ⌅v⌅̄4 ⇤ 4l)

BR(H ⇤ ZZ ⇤ 4l)
⌅ 1 (66)

mH = 200 GeV (67)

BR(H ⇤ ⌅4⌅̄4) ⌅ 0.1 (68)

|Ui⇥4 | (69)

BR(u4 ⇤ q +W) ⌅ 1 (70)

⇤u4b (71)

Vu4b (72)

p̄ (73)

p̄

p
v 10�4 (74)

⇥ =
nB � nB̄

n�
(75)

JGen4 = 30⇥ JSM (76)

⇥bh
2 ⌅ 0.0224 (77)

⇥ = (5.14± 0.25)⇥ 10�10 (78)

W�Jet (79)

das ist sch�n wei§

⇧(pp ⇤ jet ⌅ll
+) ⌅ 496 fb (80)

⇧(pp ⇤ b ⌅ll
+) ⌅ 4.4 fb (81)

⇧(pp ⇤ t ⇤ b ⌅ll
+) ⌅ 13.2 fb (82)

mdaughter1 < 0.8 mmother (83)

S/
⇧
B10 fb�1 ⌅ 6 (84)

5

to keep both daughters

fat jet
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I. Find fat jets (C/A, R=1.5, pT>200 GeV) 

II. Find hard substructure using mass drop criterion

How does the HEPTopTagger work?

Undo clustering,

�U < 0.02 (64)

U = 0 (65)

BR(H ⇤ ⌅v⌅̄4 ⇤ 4l)

BR(H ⇤ ZZ ⇤ 4l)
⌅ 1 (66)

mH = 200 GeV (67)

BR(H ⇤ ⌅4⌅̄4) ⌅ 0.1 (68)

|Ui⇥4 | (69)

BR(u4 ⇤ q +W) ⌅ 1 (70)

⇤u4b (71)

Vu4b (72)

p̄ (73)

p̄

p
v 10�4 (74)

⇥ =
nB � nB̄

n�
(75)

JGen4 = 30⇥ JSM (76)

⇥bh
2 ⌅ 0.0224 (77)

⇥ = (5.14± 0.25)⇥ 10�10 (78)

W�Jet (79)

das ist sch�n wei§

⇧(pp ⇤ jet ⌅ll
+) ⌅ 496 fb (80)

⇧(pp ⇤ b ⌅ll
+) ⌅ 4.4 fb (81)

⇧(pp ⇤ t ⇤ b ⌅ll
+) ⌅ 13.2 fb (82)

mdaughter1 < 0.8 mmother (83)

S/
⇧
B10 fb�1 ⌅ 6 (84)

5

to keep both daughters

subjet subjet 
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I. Find fat jets (C/A, R=1.5, pT>200 GeV) 

II. Find hard substructure using mass drop criterion

How does the HEPTopTagger work?

Undo clustering,
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I. Find fat jets (C/A, R=1.5, pT>200 GeV) 

II. Find hard substructure using mass drop criterion

How does the HEPTopTagger work?

jet

UE/ISR

b
W1

W2

Undo clustering,

�U < 0.02 (64)

U = 0 (65)

BR(H ⇤ ⌅v⌅̄4 ⇤ 4l)

BR(H ⇤ ZZ ⇤ 4l)
⌅ 1 (66)

mH = 200 GeV (67)

BR(H ⇤ ⌅4⌅̄4) ⌅ 0.1 (68)

|Ui⇥4 | (69)

BR(u4 ⇤ q +W) ⌅ 1 (70)

⇤u4b (71)

Vu4b (72)

p̄ (73)

p̄

p
v 10�4 (74)

⇥ =
nB � nB̄

n�
(75)

JGen4 = 30⇥ JSM (76)

⇥bh
2 ⌅ 0.0224 (77)

⇥ = (5.14± 0.25)⇥ 10�10 (78)

W�Jet (79)

das ist sch�n wei§

⇧(pp ⇤ jet ⌅ll
+) ⌅ 496 fb (80)

⇧(pp ⇤ b ⌅ll
+) ⌅ 4.4 fb (81)

⇧(pp ⇤ t ⇤ b ⌅ll
+) ⌅ 13.2 fb (82)

mdaughter1 < 0.8 mmother (83)

S/
⇧
B10 fb�1 ⌅ 6 (84)

5

to keep both daughters

III. Apply jet grooming to get top decay


    candidates
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I. Find fat jets (C/A, R=1.5, pT>200 GeV) 

II. Find hard substructure using mass drop criterion

IV. Choose pairing based on kinematic correlation, e.g. top mass,                             


     W mass and invariant subjet masses
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How does the HEPTopTagger work?
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Undo clustering,

�U < 0.02 (64)

U = 0 (65)
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⌅ 1 (66)
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(75)
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+) ⌅ 496 fb (80)

⇧(pp ⇤ b ⌅ll
+) ⌅ 4.4 fb (81)

⇧(pp ⇤ t ⇤ b ⌅ll
+) ⌅ 13.2 fb (82)

mdaughter1 < 0.8 mmother (83)

S/
⇧
B10 fb�1 ⌅ 6 (84)

5

to keep both daughters

III. Apply jet grooming to get top decay


    candidates
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IV. check mass ratios
Cluster top candidate into 3 subjets
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Figure 3: Distribution of all events in the arctanm13/m12 vs m23/m123 plane. We show tt̄ (left). W+jets (center) and
pure QCD jets (right) samples. More densely populated regions of the phase space appear in red.

2. for each fat jet, find all hard subjets using a mass drop criterion: when undoing the last clustering of the
jet j, into two subjets j1, j2 with mj1 > mj2 , we require mj1 < 0.8 mj to keep j1 and j2. Otherwise, we
keep only j1. Each subjet ji we either further decompose (if mji > 30 GeV) or add to the list of relevant
substructures.

3. iterate through all pairings of three hard subjets: first, filter them with resolution Rfilter =
min(0.3,�Rjk/2). Next, use the five hardest filtered constituents and calculate their jet mass (for less
than five filtered constituents use all of them). Finally, select the set of three-subjet pairings with a jet
mass closest to mt.

4. construct exactly three subjets j1, j2, j3 from the five filtered constituents, ordered by pT . If the masses
(m12, m13, m23) satisfy one of the following three criteria, accept them as a top candidate:

0.2 < arctan
m13

m12
< 1.3 and Rmin <

m23

m123
< Rmax

R2
min

⇤
1 +

�
m13

m12

⇥2
⌅

< 1�
�

m23

m123

⇥2

< R2
max

⇤
1 +

�
m13

m12

⇥2
⌅

and
m23

m123
> 0.35

R2
min

⇤
1 +

�
m12

m13

⇥2
⌅

< 1�
�

m23

m123

⇥2

< R2
max

⇤
1 +

�
m12

m13

⇥2
⌅

and
m23

m123
> 0.35 (A1)

with Rmin = 85%⇥mW /mt and Rmax = 115%⇥mW /mt. The numerical soft cuto⇥ at 0.35 is independent
of the masses involved and only removes QCD events. The distributions for top and QCD events we show
in Fig. 3.

5. finally, require the combined pT of the three subjets to exceed 200 GeV.

In step 3 of the algorithm there exist many possible criteria to choose three jets from hard subjets inside a fat
jet. For example, we can include angular information (the W helicity angle) in the selection criterion and select
the smallest �mt +AW �mW +Ah� cosh. In that case, the tagging e⇤ciency increases, but simultaneously the
fake rate also increases, so to reach the best signal significance we simply select the combination with the best
mt. This allows us to apply e⇤cient orthogonal criteria based on the reconstructed mW and on the radiation
pattern later.

In step 4, the choice of mass variables shown in Figure 3 is of course not unique. In general, we know that
in addition to the two mass constraints (m123 = mrec

t as well as mjk = mrec
W for one (j, k)) we can exploit one

more mass or angular relation of the three main decay products. Our three subjets jk ignoring smearing and
assuming p2

i ⌅ 0 give

m2
t ⇤ m2

123 = (p1 + p2 + p3)2 = (p1 + p2)2 + (p1 + p3)2 + (p2 + p3)2 = m2
12 + m2

13 + m2
23 , (A2)
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‣ Great reconstruction of top 
quark momentum



‣ 35% tagging efficiency 


2% W+jets fake rate


!

‣ Tagger used in resonance 
searches in ATLAS: 1207.2409

pT > 200 GeV

pT > 300 GeV

Top quark momentum reconstruction

pT > 300 GeV

pT > 200 GeV
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