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Description 

• This project aims to provides a generic 
interface between the various slow control 
devices at the Front-End Electronics of the 
sub-detectors and the Control PCs through 
optical link and GBT chips 

• It is achieved by developing the needed 
firmware layer between the LHCb ECS and the 
GBT-SCAs chips at the Front-Ends to be put in 
the SOL40 boards 
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The logical TFC system  
in the LHCb Upgrade 
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ECS to FE datapath 
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Requirements 

• Provide a generic hardware interface (FPGA) to the ECS 
configuration packets and ECS monitoring packets to the FE 

• Build and encode/decode GBT-SCA compliant packets 
• Serialize and deserialize command packets in the TFC+ECS 

command word according to GBT-SCA specs 
• Support for all GBT-SCA protocols (SPI, I2C, JTAG, GPIO and 

ADC+DAC) 
• Support for all GBT-SCA commands and channels in a 

modular fashion 
• Support for many GBT-SCAs per GBT link and many GBT 

links per FPGA 
• Robustness, reliability, programmability, flexibility 
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Targeted numbers 

• GBT links / FPGA (SOL40): 36 
• GBT-SCAs / GBT link: 16+1(EC field) 

• Number of device channels supported by each 
GBT-SCA (GBT-SCA specs): 

– 16 I2C, 32 GPIO, 1 JTAG chain, 1 SPI,  
– 4 ADC and 1 DAC  

• Bandwidth per GBT-SCA: 80 Mbps 
One SOL40 covers:  

36*17 = 612 SCAs (=9792 I2C devices) 
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Architecture of the Core 

• 1 core per GBT link: 36 cores per SOL40, instantiated in a programmable way 
• each core supports 16(+1) GBT-SCAs, instantiated in a programmable way 
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Architecture of the Core 
Protocol Layer 

• Responsible to do the 
conversion between the ECS 
command packet, generated 
by software and build the 
correspondent GBT-SCA 
payload data packets  

• One protocol driver for each 
of the SCA protocols 

• Responsible for keeping 
information regarding the 
state of all the channels of 
each of the GBT-SCA driven 
by the block. Such as: 
– Activated SCAs, activated 

channels and timeout for 
replies. 
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Example of a I2C write operation  

Reception of a ECS command packet, 
originated from WinCC and 

store it in a FIFO  

Check if the associated SCA and its channel 
is activated. Protocol selection and routing 

through the Command Protocol Arbiter 
(info contained in the ECS packet) 

Once all the SCA replies were sucessfully received, build 
the ECS I2C Write Reply to the ECS Reply Memory. This will 

be accessed by the ECS WinCC server by polling. 

Send SCA commands and wait for their replies command 
through the associated SCA MAC Layer, storing the current 

ECS Command context as needed 

Translation of the ECS I2C Write to a SCA I2C Write batch of commands (just example): 
 
 
 
 
 
 
 

• ECS I2C_Write command, LEN = 128 bits, SCA=12, 
Channel=0x05, DATA =  set Device as A4 following 
by 128 bits of data (Format of ECS Packet can 
change in future) 

• I2C_wrt_CTRL with Nbytes = 16 and Speed = 100 KHz (default) 
• I2C_wrt_Tx0 writes 1st chunk of 32 bits on the DATA Reg 
• I2C_wrt_Tx1 writes 2nd chunk of 32 bits on the DATA Reg 
• I2C_wrt_Tx2 writes 3rd chunk of 32 bits on the DATA Reg 
• I2C_wrt_Tx3 write 4th chunk of 32 bits on the DATA Reg 
• I2C_MULTI_WRITE set I2C controller to send I2C command as 

multibyte operation using 7 bit Address type 
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Architecture of the Core 
Protocol Layer 
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Architecture of the Core 
MAC Layer 

• Responsible for providing access 
and data transmission to a GBT-
SCA, through a pair of bits on the 
full TFC+ECS frame to a GBT 

• This unit is replicated for each 
GBT-SCA available on same GBT 
link 

• Currently contains a FIFO for each 
channel of the GBT-SCA, an 
arbiter for controlling the 
commands transmission to the 
link. 

• The HDLC protocol encapsulation 
and the serialization to the pair of 
bits, through an e-Link, is based 
on the e-Port source code project 
by Sandro Bonacini. 
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• The HDLC protocol 
provides connection 
type transmission to 
each link, frame error 
check and link specific 
control commands 

Architecture of the Core 
MAC Layer 
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Architecture of the Core 
Link Layer 

• This layers is responsible for routing 
the ECS bits to each of the e-Links – 
route the information to the right 
GBT-SCA and viceversa 

• It makes possible the routing of 
GBT-SCA connections at runtime 
(simply by reconfiguring the matrix) 
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Features 
 Scalable support number of SCAs, currently 16(+1) 

 Throughput of 80 Mb/s for transmission and reception by each SCA         
e-Link, for a total of 1.28 Gb/s  

 Support for all buses available at the GBT-SCA  

 Vendor independent VHDL firmware code 

 Protocol commands and number of activated channels configurable at 
runtime – simplification at the software level 

 Parallel and modular control of all channels of each GBT-SCA 

 Serialization and error detection with the HDLC encapsulation 

 Support for packet retransmission 
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Compilation Results 
• For 4 GBT-SCA and only the SCA Controller Protocol Driver 
• Protocol and MAC Layer only 
• Estimation of Logic Utilization for all SCA  and GBT Links in a 

SOL40 board: 
36 * (16 SCAs *1780 + 985 ) = 36 * 29465 = 1060740 = 400% (!) 
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Ongoing Test System 
ECS to Front-End data path 

• Emulated Front-End Slow 
control devices through a 
FPGA emulation of the GBT-
SCA¹. 

 
• ECS Commands generated 

by software 
• 1 GBT Link , 1 GBT-SCA with 

the available protocols 
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1 - The GBT-SCA, a Radiation Tolerant 
ASIC for Detector Control and 
Monitoring Applications in HEP 
Experiments poster, by A. Caratelli et al. 
 
2-  Test bench Development for the  
Radiation Hard GBTX ASIC poster, by P. 
Leitao et al.  



Next Steps 
• Evaluate the functional part of the system on the on 

going test, using generic data stimulus 
• Develop the remaining types of protocol drivers 
• Define a first version of the interface between ECS and 

the firmware core 
• Test the Core with actual devices and integrate it with 

an WinCC Software Module 
• Optimize the code, regarding resource utilization for 

example 
• Instantiate it in the main SOL40 code 
• Timescale: end of 2014  
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Thank you 
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