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LHC injectors upgrade Goals  

“The LHC Injectors Upgrade should plan for delivering reliably to the LHC 
the beams required for reaching the goals of the HL-LHC. This includes 
LINAC4, the PS booster, the PS, the SPS, as well as the heavy ion 
chain…”    (This is the mandate … Upgrade of Brightness) 

 + determine possible improvements for high intensity beams. 
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LHC and Injectors – 50 ns 

Time	  

PSB	  

PS	  

SPS	  

=	  Field	  in	  main	  magnets	  
=	  Proton	  beam	  intensity	  (current)	  
=	  Beam	  transfer	  

1.2	  seconds	  

To	  LHC	  

450	  GeV	  

26	  GeV	  

1.4	  GeV	  

1	  SPS	  batch	  
(144	  bunches)	  

2012-‐2013	  LHC	  -‐	  26.7	  km	  -‐	  1380	  bunches	  –	  50	  ns	  
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or
t	  g

ap
	  

1	  PS	  batch	  
(36	  bunches)	  
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Production scheme: 
a) Double batch injection from PSB (4 + 2 bunches, 6 bunches for PS at h=7) 
b) Up to 4 batches of 72 bunches each transferred to the SPS (288 bunches) 
 
Transverse emittance produced in the PSB, longitudinal in the PS 
 
Multiturn proton injection in PSB 
RF gymnastics in PS: 

-  Triple splitting 

-  Acceleration 

-  2 x Double splittings  
-  (1 Double splitting for 50 ns) 

-  Bunch rotation 
 

Ø 3 RF systems in PSB 
Ø 5 RF systems in PS 
Ø 2 RF systems in SPS 

 

LHC25(50)ns Production Scheme as today 
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LHC 25(50)ns alternative Production (BCMS) 

h	  =	  21	  

h	  =	  9	  à10	  à	  11à12	  
à	  13	  à	  14	  à	  7	  à	  21	  

h	  
=	  
21

	  à
	  4
2	  
à
	  8
4	  

+4	  bunches	  4	  bunches	  

Production scheme: 
a) Double batch injection from PSB (4 + 4 bunches, 8 bunches for PS at h=9) 
b) Up to 5 batches of 48 bunches each transferred to the SPS (240 bunches) 
 
Transverse emittance produced in the PSB, longitudinal in the PS 
-   Multiturn proton injection in PSB with shaving 
-  RF gymnastics in PS: 

-  Batch compression 

-  Bunch merging 

-  Triple splitting 
-  Acceleration 
-  2 x Double splittings  

(1 Double splitting for 50 ns) 

-  Bunch rotation 
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Catalogue of Possible production schemes - 25 ns  
Schemes	  
25	  ns	  

PSB	  –	  PS	  
bunches	  

RF	  gym.	  	  
in	  PS	  

RF	  gym.	  at	  
injec9on	  

RF	  gym.	  at	  
extrac9on	  
	  

b/Train	  	  
to	  SPS	  

SPS	  
injec9ons	  

3-‐spiBng	  
(standard	  
scheme)	  

4	  +	  2	   /3	  ↗	  /2	  /2	   72	   4	  

BCMS	  
	   4	  +	  4	   +2C/3↗/2	  /2	  	   48	   5	  

BCS	   4	  +	  4	   C	  	  ↗	  /2	  /2	  
32	   5	  

8b+4e	   4	  +	  2	   /2	  	  ↗	  /2	  /2	   48	   5	  

/	  SpliTng	   	  C	  Batch	  Compression 	  +	  Merging 	   	  ↗AcceleraVon	  to	  26	  GeV/c
	  	  	  



Present and future performance @ SPS extraction  
(in terms of beam power for Neutrino beams)  

Operation SPS record After LIU  (2020) 
Aim Study 

LHC CNGS LHC CNGS LHC post-CNGS 
SPS beam energy  [GeV] 450 400 450 400 450 400 
bunch spacing          [ns] 50 5 25 5 25 5 
bunch intensity/1011 1.6 0.105 1.3 0.13 2.2 0.17 
number of bunches 144 4200 288 4200 288 4200 
SPS beam intensity/1013 2.3 4.4 3.75 5.3 6.35 7.0* 
PS beam intensity/1013 0.6 2.3 1.0 3.0 1.75 4.0* 
PS  cycle length          [s] 3.6 1.2 3.6 1.2 3.6 1.2/2.4* 
SPS cycle length         [s] 21.6 6.0 21.6 6.0 21.6 6.0/7.2 
PS momentum  [GeV/c] 26 14 26 14 26 14 
average current       [µA] 0.17 1.17 0.28 1.4 0.47 1.9/1.6 
power                       [kW] 77 470 125 565 211 747/622 

*Feasibility including operational viability (especially in PS) remains to be demonstrated  
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Triple splitting after 2nd injection Split in four at flat top energy 
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Reminder 

Acceleration/Bunch splittings 
Longitudinal CBI à new damper  
Transient beam loading à 1 turn delay FB 
Transition crossing à no limitation expected Flat top: 

Longitudinal CBI à new damper  
Electron cloud à transverse FB 
Transverse instabilities à transverse FB 
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Space Charge at injection (1.4 GeV - 2 GeV) 
Study to determine largest acceptable tune spread.  
 
Today max acceptable: ΔQy ~|0.3|   @ 1.4 GeV 
HL-LHC max needed:    ΔQy > |0.3|  @ 2 GeV 
 
Goal: demonstrate that possible to inject a beam  
with ΔQ>|0.3| with limited emittance blowup (max 5%) 
 
Experimental studies: 

ü  Learn from operational beams experience.  
Current Laslett at about -0.28 with Qy<0.25 

ü  Tune scan to identify via beam losses dangerous 
 resonances 

ü  Driving terms measurements 

ü  Compensate resonances  
(as done already in 1975 with injection at 50 MeV) 

 
Simulation studies: 

§  PTC–Orbit simulations 
§  IMPACT – MADX-FZM simulations 

ü  Lack of good magnetic error model 
−  No error tables from magnetic measurements  

(à la LHC) available from 1958 

−  Opera©-based magnetic error simulations 

2013-2014 important results: 
-  Better understanding of integer 

resonance  
 

-  Better understanding of 4th (or 8th)  
order resonance 
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Space charge issue: Vertical growth vs. Tune-spread vs. Losses 
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PS Limitations for high-intensity beams: 
what we learned from the CNGS run  

Injection  
losses due to optics 
losses due to oscillations 

14 GeV/c 

1.4 GeV 

Acceleration  
RF voltage limited at transition 
TMCI instabilities at transition 

Extraction  
losses due to extraction mechanism CT/MTE 

See	  Alexander’s	  presentaVon	  
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Current activities (mainly presented later by 
Raymond, Alex, Shinji, Ji and Adrian) 

-  Improve understanding of existing space charge limits 
-  Integer resonance    (in collaboration with LBL) 

-  4th order resonance    (in collaboration with RAL, talks of Raymond and Shinji) 

-  Normal 3rd order resonance   (in collaboration with GSI, talks of Raymond and Giuliano) 

-  Understand indirect space charge effects   (talk of Alexander) 
 

-  Improve machine modeling 
-  Random multipoles errors from geometry 

-  Machine alignment 

-  Longitudinal and transverse impedance model 

-  Still missing : chromo-geometric terms modeling 

-  Investigate alternative solution to increase maximum acceptable direct 
tune shift on top of the 2 GeV injection energy upgrade (baseline) 

-  Hollow bunches in the longitudinal plane   (talk of Adrian) 

-  Horizontal dispersion increase 

-  Resonance compensation 

-  Fully coupled optics : generate vertical dispersion by linear coupling 
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Proton Synchrotron main magnetic unit 

Combined-function magnet with hyperbolic pole shape 
§  Dipole field – guiding 
§  Quadrupole field – focusing 
§  Higher component from axiliary circuits 
§  Higher component also present  

due to saturation at 26 GeV/c 
 
 

Focusing and defocusing half (FDDF) 
§  5 C-shaped block in each half 
§  Wedge shaped air gaps between blocks 

 
Complex geometry of coils system 
In total 100+1 main units of four different types. 
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Main coil 
§  Dipole and quadrupole field mostly 

Figure-of-eight loop 

§  Adjusts quadrupole field but also contributes to dipole field 
Pole-face windings (PFW) 

§  Separately for focusing and defocusing half 

§  Each winding has narrow and wide circuit 

§  Corrects higher components of the field 
 

 PFW Powering 
§  5 currents 
§  Control of the four beam 

parameters Qh, Qv, ξh, ξv 

§  One current remains free  
for controlling an additional 
physical parameter 

Coils of the PS magnet 

PREDICTION OF THE FIELD DISTRIBUTION IN CERN-PS MAGNETS
D. Schoerling, CERN, Geneva, Switzerland

Abstract
The CERN Proton Synchrotron (PS) has a circumference

of 628 m and operates at an energy of up to 26 GeV. It uses
one hundred combined function magnets, with pole shapes
designed to create a dipolar and a quadrupolar field compo-
nent. Each magnet is equipped with a main current circuit
and five auxiliary current-circuits, which allows controlling
the linear and non-linear magnetic fields.

These magnets were installed in the 1950s, and part of the
compensating circuits have been added or modified since
then, resulting in the fact that detailed measurements of the
field distribution in each individual magnet as a function of
the six currents are not available.

This study is performed to estimate, through deterministic
and stochastic calculations, the expected mean value and
standard deviation of the field harmonics of the installed
magnets as input for beam dynamics simulations. The rel-
evant results can be used to design correction schemes to
minimise beam losses in the PS and to enable the accel-
eration of higher brightness beams required to reach the
foreseen Large Hadron Collider (LHC) luminosity targets.

INTRODUCTION
To reach the high luminosity targets of the LHC, the

CERN Injector Complex has to generate higher brightness
beams. To this end the Proton Synchrotron Booster (PSB),
the PS and the Super Proton Synchrotron (SPS) are upgraded
and consolidated and LINAC4 is constructed.

In the framework of this programme, the PS injection en-
ergy is increased from 1.4 to 2 GeV to reduce space charged
induced tune shift and beam losses [1]. A precise magnetic
model of the entire PS is required to optimize the working
point for transverse beam stability and to design an efficient
resonance compensation scheme for reduced losses. The
developed magnetic model enables this by controlling the
linear and non-linear magnetic fields making full use of the
pole-face-windings (PFW) and the figure-of-eight (F8) loops
of the main combined function magnets installed in the PS
[2, 3, 4]. Each magnet is comprised of 10 blocks, of which
5 are “open” and 5 are “closed” as shown in Figure 1, right
bottom. The blocks are arranged around the circumference
of the synchrotron. Half of the blocks have their “back legs”
inside and outside the machine. This approach is to average
out different quadrupolar strengths, due to the C-shaped de-
sign of the magnets. The PS combined function magnet, the
pole face, the PFWs and the F8-loop are shown in Figure 1
[5].

To enable the simulation and prediction of resonance com-
pensation schemes for the PS a stochastic magnetic model of

Figure 1: Left Top: Picture of one PS magnet. Right top:
Narrow (green) and wide (red) pole face winding circuits
and Figure-of-eight loop for tune adjustment. Left bottom:
Pole profile of the PS main magnet. Right bottom: Open
and closed block geometry and magnet units.

the main magnets that takes into account mechanical errors is
required. To this end, extensive static magnetic simulations
of the main PS bending magnets were pursued to understand
the magnetic field behaviour of a PS magnet with zero me-
chanical errors [3]. Using these results as a starting point,
structural and statistical magnetic studies were performed to
understand a magnet with stochastic mechanical error distri-
bution. For the first time, this enabled the implementation of
a resonance compensation scheme based on the prediction
of magnetic field errors [4]. The resonance compensation
scheme is needed to minimise losses of particles while cross-
ing integer and/or 1/3 stop bands due to the large expected
Laslett tune shift (≥ 0.3).

For a better understanding of the mechanical errors one PS
main magnet was geometrically measured during CERN’s
Long Shutdown 1 to establish systematic and stochastic me-
chanical errors. The results of these measurements were
then used as input for Monte Carlo 2D and 3D magneto-
static simulations. This paper presents the methodology;
the investigations performed on the PS combined function
magnet; the analysis of the geometrical measurements; and
the simulation results.

METHODOLOGY
If the distribution of the magnetic field in the synchrotron

is well known, correction schemes can be designed by using
beam dynamics codes such as MAD-X and Polymorphic
Tracking Code (PTC). To ease communication and informa-
tion exchange between magnetic simulation codes and beam
dynamics codes, the discrete Fourier transform is applied on
the field distribution in the free aperture between the magnet
poles. The outcome is a set of normal and skew multi-polar
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Magnet representation in the optical model 

Official optics 
§  Static elements length 
§  SBEND 

−  Bare machine  
quadrupolar component 

−  No pole-face angle 
 

§  MULTIPOLE 
−  Beam-based fit of NL-chroma 

§  JUNCTION=DRIFT 
 

Model optics 
§  Dynamic elements length  

– effective length correction 
§  SBEND 

−  Up to K2 from the model 
−  Integrated pole-face angle effect 

§  MULTIPOLES 
−  K3 (and higher if needed) 

§  No JUNCTION element 
§  Beam-based matched 

 effective lengths corrections 
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Magnets (Opera© 2/3D model, measurements) 

as input for Monte-Carlo simulations of the magnetic field
distribution.

Geometrical measurements
The pole faces of each of the ten blocks of the magnet MU

17 were measured by sliding a prism installed in a stainless
steel sphere over the pole-profile and tracking and recording
its position with a Laser Tracker Leica LTD 500. Due to this
measurement principle an offset of 19.05 mm, normal to the
measurement plane, is present in the measurement data.

The analysis of the measurement data is not straight for-
ward due to the offset normal to the pole-face and a missing
reference system. For analysis the measurement data was
compared and fitted to a surface which was offset by 19.05
mm normal to the pole cross-section reference function.
Then the standard deviation of the measurement data from
this surface was calculated. The mathematical approach is
described in detail in [12]. Following stochastic errors were
identified and implemented in the FEM models as described
in the following sections.

2D magneto-static simulations
For performing the simulations described in the previ-

ous section, a 2D FEM Vectorfields Opera model with up
to 24 degrees of freedom was prepared and solved. For
each magnet type 1,000 models were calculated to achieve
convergence of the Monte-Carlo code. The focus of this
study was on the injection energy of 2 GeV. Performing the
Monte-Carlo simulation has led to normal distributed multi-
polar random variables with average values µ and standard
deviations s presented in Table 1.

The normal and skew multi-poles were normalised with
the main field B1. The simulation results were calculated
by displacing the pole surface in x- and y-direction by
s = 30/

√
2 µm (see Figure 1 for coordinate system). The

measured standard deviation of the pole surface is 30 µm.
For this calculation only the main coils were excited (“bare-
machine simulation”). The main excitation coils were dis-
placed in x- and y-direction by 1 mm.

3D magneto-static simulations
Performing a similar study with a 3D FEM code is time

consuming. It also led to the idea of having the option of
deforming or morphing the mesh and starting each model
with mechanical errors from the reference model to save
on calculation time. This feature was implemented in the
software package of Opera Vectorfields. A model with a
tetrahedral mesh (creating and re-solving a new model every
time called following option 1) and a model with a hexag-
onal mesh (with the possibility of deforming the mesh as
described above called following option 2) were prepared.

Option 1 was used and in the future it will be the bench-
mark for option 2. In this study, the upper and lower pole
surfaces were displaced randomly with a standard deviation
of 30 µm in the y-direction. Additionally each of the 10
blocks per magnet was displaced and rotated individually
and randomly with a standard deviation of 30 µm and 0.1

Table 1: Normalised Taylor coefficients at 2 GeV.
2D FEM simulations, N = 1000

b2, 1/m b3, 1/m2 b4, 1/m3 a1, 10−3 a2, 1/m a3, 1/m2 a4, 1/m3

C µ 4.105 -0.083 1.93 0 0 0 0
s 0.001 0.011 0.10 7 · 10−2 9 · 10−4 2 · 10−2 3 · 10−1

O µ -4.116 -0.004 -1.78 0 0 0 0
s 0.001 0.01 0.08 7 · 10−2 8 · 10−4 2 · 10−2 3 · 10−1

3D FEM simulations, N = 935

C µ 3.983 0.30 -42 1.4 -0.03 0.56 -16
s 0.001 0.02 4 0.8 0.007 0.03 4

O µ -3.988 0.35 41 -0.3 -0.02 -0.22 -6
s 0.001 0.02 4 0.8 0.007 0.03 4

deg about the x and z-axis, respectively. The coils were
displaced and rotated by x and y, respectively. Some 1,000
simulations of the Monte-Carlo code were performed to
achieve convergence. The results are presented in Table 1.

DISCUSSION AND CONCLUSION

The presented magneto-static and structural analysis al-
lows a good prediction of the field distribution which was
and will be used as input for beam dynamics simulations.
The data enabled the design of a working point control using
all six available current-circuits; and the development of an
efficient resonance compensation scheme for the PS machine
[4].

This study demonstrated that resonances are mainly
caused by magnetic field errors. The presented data will
be used to enhance the resonance compensation scheme
after re-start of the CERN Injector Complex this year and
beam-based measurements will be performed. The results of
the beam-based measurements will be presented elsewhere.
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Nonlinear chromaticity (2 GeV) 
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Measurement	  data:	  A.	  Huschauer	  
SimulaVon:	  M.	  Juchno	  M.	  Juchno	  Thesis	  	  
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Beta-beating @ 1.4 GeV 

CERN PS OPTICAL PROPERTIES MEASURED WITH TURN-BY-TURN
ORBIT DATA

T. Bach, S. Gilardoni, M. Giovannozzi, C. Hernalsteens∗, A. Lachaize, G. Sterbini,
R. Tomás, R. Wasef, CERN, Geneva, Switzerland

Abstract
The performance of the CERN Proton Synchrotron (PS)

has been constantly increasing over the years both in terms
of beam parameters (intensity and brightness) and beam
manipulations (transverse and longitudinal splitting). This
implies a very good knowledge of the linear and non-linear
model of the ring. In this paper we report on a detailed
campaign of beam measurements based on turn-by-turn or-
bit data aimed at measuring the optics in several conditions
as well as the resonance driving terms.

INTRODUCTION
In spite of its age, the CERN PS machine is constantly

pushed to outperform with respect to the original goals.
This is the case for the high-brightness beam required for
the LHC and also for the special beam manipulations re-
quired for the proposed Multi-Turn Extraction (MTE) [1]
that should replace the Continuous Transfer (CT) process
to deliver the beams for fixed target physics at the SPS. This
novel extraction method is based on transverse beam split-
ting by means of resonance crossing [2]. Such a method
requires a precise knowledge of the PS model, in particular
the non-linear one, which explains why systematic mea-
surement campaigns, aimed at reproducing the behaviour
of the tune vs. momentum offset, have been launched since
2003 [3] to construct such a model. In parallel, efforts have
been devoted to an accurate modelling of the magnetic be-
haviour of the PS main magnet, including also the spe-
cial circuits, the so-called pole-face-windings and figure-
of-eight loop [4].

Recently [5], the non-linear dynamics has been probed
by means of kicking the beam to high amplitude and
analysing the decoherence data to extract chromaticity and
detuning with amplitude [6]. In this paper those stud-
ies have been pursued by performing the first beta-beating
measurements for the PS ring and, what is even more rel-
evant, the first measurements of Resonant Driving Terms
(RDTs, see, e.g., Refs. [7, 8]), for both sextupolar and oc-
tupolar horizontal resonances. It is worth stressing that the
latter has never been measured so far in machines in oper-
ation [9, 10].

These measurements have been performed using a single
bunch proton beam, whose properties are listed in Table 1.

BETA-BEATING MEASUREMENTS
The β-beating is figure-of-merit used to quantify the

agreement between the measured and design optics. Its

∗Also at EPFL, LPAP, CH-1015 Lausanne, Switzerland.

Table 1: MTE test beam characteristics

Beam momentum 14 GeV/c
Intensity 1× 1010 p/b
Trans. norm. emittance (H/V) RMS 1 µm
RMS Longitudinal emittance 0.29 eVs
RMS ∆p/p 0.31× 10−3

RMS bunch length 21.2 ns

definition is given by ∆β/β = (βMeasurement−βNom)/βNom.
The measurements have been done by kicking the bunch
transversally and by acquiring the turn-by-turn orbit evo-
lution over the 40 pick-ups (BPM) of the PS orbit system.
The techniques and the software tools used to compute the
β-beating are described in Ref. [11].

Figure 1 shows the measured β-beating for the PS ring
at 14 GeV/c. Overall, very small values are found, the hor-
izontal and vertical β-beating being compatible with zero,
with peak values of only few percent. This confirms the
excellent quality of the PS main magnets. The error bars
are evaluated based on the beta-measurement obtained by
using different groups of BPMs and using also information
from several repeated measurements. Even more interest-

Figure 1: Measured β-beating for the PS ring at 14 GeV/c.

ing is the result obtained for the case when the bunch is dis-
placed into a stable island in the horizontal plane generated
by sextupolar and octupolar magnetic fields. By properly
setting the horizontal tune, indeed it is possible to gener-
ate well-separated islands; the bunch is then displaced into
one island by means of a kicker; finally the bunch remains
in the islands generating a long-lasting coherent signal as
detected by the orbit system. The results of these measure-
ments are shown in Fig. 2. It is worth stressing that under
these new conditions the bunch motion in the horizontal
plane is periodic over four-machine turns. This explains
why the horizontal β-beating is given over four turn and
the vertical one provides results over one single turn. Once
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1.  Compensation of resonances (Qx/y=0.21/0.24) 
→  Closest resonance 4Qy = 1 difficult as excited by space charge 
→  Compensation of 2Qx + Qy = 1 and 3Qy = 1 lines during studies in 2013 

2.  Special optics with vertical dispersion 
→  Introduce vertical dispersion to maximize beam size and reduce DQsc 

→  Optics becomes very irregular, needs simulations and beam studies 
→  Evaluate potential benefit with first beam studies after	  LS1	  

	   Regular	  optics,	  zero	  Dy	  	   Irregular	  optics,	  non-‐zero	  Dy	  	  
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Experimental study 2014 

-  Compensation of 4Qv=1 with quadrupoles/breaking sym. 
or with octupoles 

-  Integer tune split of two units for 4th order resonance 
-  Integer resonance scan 
-  Special large horizontal dispersion optics 
-  Fully coupled optics at injection 
-  Space charge study with Quadrupolar PU 

 
-  Transfer of longer bunches from PSB 
-  Hollow bunches 

 
-  Tune vs kick strenght at different dp/p for chromo-geom.  

terms at 2 GeV 
-  Kick response measurements 
-  Beta-beating and loss maps before and after orbit correction 
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Simulation codes requirements 

-  Combined function magnets, with proper treatment of stray fields 
-  Inclusion of multipoles (eventually up to octupole) 
-  Inclusion of skew component (normal and error) 
-  Inclusion of alignment errors (x,y and tilts) 
-  Inclusion of time-varying field (injection bump and RF fields for gymns) 

-  Long term simulations (up to 1.2 s) 
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Conclusions 

•  Outcome of 2013-14 analysis: the beam characteristics foreseen after 
implementation of all of LIU(25 ns, 2E11 p/b, 1.9 µm) are good enough for 
reaching the HL-LHC goal. 

•  2 GeV injection energy upgrade is the baseline as solution to reduce direct-
space charge effects 

 
•  Better understanding of different phenomena limiting performances thanks to 

simulations and improved experiments analysis 

•  We are in condition to choose between PIC and FZM codes depending on 
the time scale needed for the simulations thanks to the code development of 
this year 
 

•  Intense MD program for 2014 (as btw in 2012-2013) 
 

•  Thanks to all the collaborators inside and outside CERN for the progresses 
done so far. 
 
 

 


