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Figure 2.3: Decay of top quark pairs

2.2.2 Top Quark Decays
Top quarks decay into lighter flavors via weak interactions even before hadronization
can occur. The total width �t of the top quark in next-to-leading order is given by

�t = GF m3
t

8fi
Ô

2

A

1 ≠ M2
W

m2
t

B2 A

1 + 2M2
W

m2
t

B 5
1 ≠ 2–s

3fi

32–s

3fi
≠ 5

2

46
, (2.1)

where GF and –s are the Fermi and strong coupling constant respectively, and mt,W

the top quark and W -boson masses. With values from the Particle Data Group
(PDG)[18], this gives a value of �t = 1.34 GeV. By the Energy-Time Uncertainty
Relation this corresponds to an extremely short lifetime of · = h̄/�t = 4.9 ◊ 10≠25

s. While a direct measurement of the |Vtb| CKM matrix element is possible using
above single-top channels, it does not achieve the precision of values indirectly calcu-
lated assuming three generations of quarks and leptons using unitarity constrained
electroweak fits. Those result in a value of |Vtb| = 0.999152+0.000030

≠0.000045. It implies that
the top quark almost exclusively decays into a Wb pair with a branching ratio of
BR(t æ Wb) = �tæW b/�t = 0.99+0.09

≠0.08. Therefore, from now on an exclusive decay
of top quarks into Wb will be assumed.

Decay Channels of Top Quark Pairs

As outlined above Top quark pairs produced via processes explained in section 2.2.1
will decay into two Wb systems as shown in figure 2.3. The subsequent decay of the
W -bosons allows us to classify such decays into three distinct groups, based on the
decay channels of the W boson. The decay is called dileptonic, if both W bosons
decay into a lepton and neutrino pair. For a leptonic decay for one boson and a
hadronic W æ qq̄ decay for the other, the decay is called semi-leptonic. Lastly,
a decay is called fully-hadronic when both W bosons decay into quark-antiquark
pairs.

While the last channel has by far the largest branching ratio due to the number of
quark flavors and colors, its all-hadronic signature makes it challenging to distinguish
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•Top quark plays a special role in SM physics 

•only ‘bare quark’ system we can study  

•only quark with Yukawa coupling of order unity 

•prominent position in many SM extensions 

•stop crucial in SUSY 

•top partners  

•Must measure top properties 
such as cross section precisely. 

•benchmark process, background to many 
searches 

•may be sensitive to new physics itself 
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•Top Quark Pairs are the main top production mode 
at the LHC, mainly through gluon fusion. 

!

!

!

•Theoretical precision in inclusive cross-section 
prediction has reached NNLO level. 

Top Quark Pair Production

3

�pp!tt̄+X(7 TeV) = 177+10
�10 pb

�pp!tt̄+X(8 TeV) = 253+13
�15 pb
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Figure 2.1: Leading order Feynman diagrams for top quark pair production via
strong interactions.

2.2.1 Top Quark Production at Hadron Colliders
Top quarks can be produced in hadron colliders via both strong and weak interaction
processes for top quark pair production and single top production respectively. Due
to the di�erent parton distribution functions of protons and antiprotons, the main
production channels depend heavily on the initial state. Since the top quark has a
large mass compared to its decay products and a small width relative to its mass the
narrow-width approximation (NWA) is very applicable here[9]. This means that the
production and decay can be computationally decoupled, and the resulting exclusive
cross-section for a process pp æ tt̄(æ X) reads ‡ppætt̄ ◊ BR(tt̄ æ X), where each
part is computed using on-shell final or initial top quark states respectively.3 Here,
‡ppætt̄ is the production cross-section of tt̄ pairs and BR(tt̄ æ X) the branching
ratio of the decay of such a pair into a final state X.

Pair Production

Pair production of top quarks is realized mainly via strong processes with only quarks
or gluons in the hard process. At leading order one can di�erentiate between four
contributions shown in figure 2.1. In quark anti-quark annihilation the quark and
anti-quark initial-state produces a top-quark pair via an intermediate gluon in the s-
channel. Further, there are various gluon fusion processes, for s-, t- and u-channels,
with either an intermediate gluon or intermediate top-quark in the first and latter
two processes, respectively. As outlined above top quarks physics is a cornerstone
of the LHC program, therefore many resources have been allocated to calculate the
cross-sections of top quark production to as high orders of perturbation series as
possible. Current state of the art calculation achieve a precision of approximate
next-to-next-to leading order (NNLO) as summarized in Table 2.1 along with mea-
surements of both ATLAS and CMS. In this context approximate NNLO emphasizes
that instead calculating all terms up to a fixed order in –s, rather the perturbation
series is reorganized in terms logarithms arising from collinear soft-gluon radiation,
that exponentiate to all orders. After re-expanding this exponential, logarithmic
contribution up to the third, next-to-next-to leading logarithmic order (NNLL) and
virtual NNLO virtual correction make up the approximate NNLO results quoted
here. Recent advancements have brought a complete NNLO result in fixed order
within reach.

3the o�-shell contribution can be integrated out and yields a constant factor O(�t/mt)

8

q

q

t

t

CHAPTER 2. THE STANDARD MODEL
2.2. TOP QUARK PHYSICS

q

q̄

t

t̄

a: qq̄ annihilation

g

g

t

t̄

b: s-channel

g

g

t

t̄

c: t-channel

g

g

t

t̄

d: u-channel

Figure 2.1: Leading order Feynman diagrams for top quark pair production via
strong interactions.

2.2.1 Top Quark Production at Hadron Colliders
Top quarks can be produced in hadron colliders via both strong and weak interaction
processes for top quark pair production and single top production respectively. Due
to the di�erent parton distribution functions of protons and antiprotons, the main
production channels depend heavily on the initial state. Since the top quark has a
large mass compared to its decay products and a small width relative to its mass the
narrow-width approximation (NWA) is very applicable here[9]. This means that the
production and decay can be computationally decoupled, and the resulting exclusive
cross-section for a process pp æ tt̄(æ X) reads ‡ppætt̄ ◊ BR(tt̄ æ X), where each
part is computed using on-shell final or initial top quark states respectively.3 Here,
‡ppætt̄ is the production cross-section of tt̄ pairs and BR(tt̄ æ X) the branching
ratio of the decay of such a pair into a final state X.

Pair Production

Pair production of top quarks is realized mainly via strong processes with only quarks
or gluons in the hard process. At leading order one can di�erentiate between four
contributions shown in figure 2.1. In quark anti-quark annihilation the quark and
anti-quark initial-state produces a top-quark pair via an intermediate gluon in the s-
channel. Further, there are various gluon fusion processes, for s-, t- and u-channels,
with either an intermediate gluon or intermediate top-quark in the first and latter
two processes, respectively. As outlined above top quarks physics is a cornerstone
of the LHC program, therefore many resources have been allocated to calculate the
cross-sections of top quark production to as high orders of perturbation series as
possible. Current state of the art calculation achieve a precision of approximate
next-to-next-to leading order (NNLO) as summarized in Table 2.1 along with mea-
surements of both ATLAS and CMS. In this context approximate NNLO emphasizes
that instead calculating all terms up to a fixed order in –s, rather the perturbation
series is reorganized in terms logarithms arising from collinear soft-gluon radiation,
that exponentiate to all orders. After re-expanding this exponential, logarithmic
contribution up to the third, next-to-next-to leading logarithmic order (NNLL) and
virtual NNLO virtual correction make up the approximate NNLO results quoted
here. Recent advancements have brought a complete NNLO result in fixed order
within reach.

3the o�-shell contribution can be integrated out and yields a constant factor O(�t/mt)

8

g

g

t

t

CHAPTER 2. THE STANDARD MODEL
2.2. TOP QUARK PHYSICS

q

q̄

t

t̄

a: qq̄ annihilation

g

g

t

t̄

b: s-channel

g

g

t

t̄

c: t-channel

g

g

t

t̄

d: u-channel

Figure 2.1: Leading order Feynman diagrams for top quark pair production via
strong interactions.

2.2.1 Top Quark Production at Hadron Colliders
Top quarks can be produced in hadron colliders via both strong and weak interaction
processes for top quark pair production and single top production respectively. Due
to the di�erent parton distribution functions of protons and antiprotons, the main
production channels depend heavily on the initial state. Since the top quark has a
large mass compared to its decay products and a small width relative to its mass the
narrow-width approximation (NWA) is very applicable here[9]. This means that the
production and decay can be computationally decoupled, and the resulting exclusive
cross-section for a process pp æ tt̄(æ X) reads ‡ppætt̄ ◊ BR(tt̄ æ X), where each
part is computed using on-shell final or initial top quark states respectively.3 Here,
‡ppætt̄ is the production cross-section of tt̄ pairs and BR(tt̄ æ X) the branching
ratio of the decay of such a pair into a final state X.

Pair Production

Pair production of top quarks is realized mainly via strong processes with only quarks
or gluons in the hard process. At leading order one can di�erentiate between four
contributions shown in figure 2.1. In quark anti-quark annihilation the quark and
anti-quark initial-state produces a top-quark pair via an intermediate gluon in the s-
channel. Further, there are various gluon fusion processes, for s-, t- and u-channels,
with either an intermediate gluon or intermediate top-quark in the first and latter
two processes, respectively. As outlined above top quarks physics is a cornerstone
of the LHC program, therefore many resources have been allocated to calculate the
cross-sections of top quark production to as high orders of perturbation series as
possible. Current state of the art calculation achieve a precision of approximate
next-to-next-to leading order (NNLO) as summarized in Table 2.1 along with mea-
surements of both ATLAS and CMS. In this context approximate NNLO emphasizes
that instead calculating all terms up to a fixed order in –s, rather the perturbation
series is reorganized in terms logarithms arising from collinear soft-gluon radiation,
that exponentiate to all orders. After re-expanding this exponential, logarithmic
contribution up to the third, next-to-next-to leading logarithmic order (NNLL) and
virtual NNLO virtual correction make up the approximate NNLO results quoted
here. Recent advancements have brought a complete NNLO result in fixed order
within reach.

3the o�-shell contribution can be integrated out and yields a constant factor O(�t/mt)

8

g

g

t

t

CHAPTER 2. THE STANDARD MODEL
2.2. TOP QUARK PHYSICS

q

q̄

t

t̄

a: qq̄ annihilation

g

g

t

t̄

b: s-channel

g

g

t

t̄

c: t-channel

g

g

t

t̄

d: u-channel

Figure 2.1: Leading order Feynman diagrams for top quark pair production via
strong interactions.

2.2.1 Top Quark Production at Hadron Colliders
Top quarks can be produced in hadron colliders via both strong and weak interaction
processes for top quark pair production and single top production respectively. Due
to the di�erent parton distribution functions of protons and antiprotons, the main
production channels depend heavily on the initial state. Since the top quark has a
large mass compared to its decay products and a small width relative to its mass the
narrow-width approximation (NWA) is very applicable here[9]. This means that the
production and decay can be computationally decoupled, and the resulting exclusive
cross-section for a process pp æ tt̄(æ X) reads ‡ppætt̄ ◊ BR(tt̄ æ X), where each
part is computed using on-shell final or initial top quark states respectively.3 Here,
‡ppætt̄ is the production cross-section of tt̄ pairs and BR(tt̄ æ X) the branching
ratio of the decay of such a pair into a final state X.

Pair Production

Pair production of top quarks is realized mainly via strong processes with only quarks
or gluons in the hard process. At leading order one can di�erentiate between four
contributions shown in figure 2.1. In quark anti-quark annihilation the quark and
anti-quark initial-state produces a top-quark pair via an intermediate gluon in the s-
channel. Further, there are various gluon fusion processes, for s-, t- and u-channels,
with either an intermediate gluon or intermediate top-quark in the first and latter
two processes, respectively. As outlined above top quarks physics is a cornerstone
of the LHC program, therefore many resources have been allocated to calculate the
cross-sections of top quark production to as high orders of perturbation series as
possible. Current state of the art calculation achieve a precision of approximate
next-to-next-to leading order (NNLO) as summarized in Table 2.1 along with mea-
surements of both ATLAS and CMS. In this context approximate NNLO emphasizes
that instead calculating all terms up to a fixed order in –s, rather the perturbation
series is reorganized in terms logarithms arising from collinear soft-gluon radiation,
that exponentiate to all orders. After re-expanding this exponential, logarithmic
contribution up to the third, next-to-next-to leading logarithmic order (NNLL) and
virtual NNLO virtual correction make up the approximate NNLO results quoted
here. Recent advancements have brought a complete NNLO result in fixed order
within reach.

3the o�-shell contribution can be integrated out and yields a constant factor O(�t/mt)

8

g

g

t

t

Czakon, Mitov: arXiv:1207.0236 

http://arxiv.org/abs/1207.0236


• Top quark almost exclusively decays via  

• final states categorized in nature of W-decays 

• leptonic decays: high-pt lepton + MET 

• jets from any hadronic decays 

• always 2 b-jets

Signatures
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2.2.2 Top Quark Decays
Top quarks decay into lighter flavors via weak interactions even before hadronization
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where GF and –s are the Fermi and strong coupling constant respectively, and mt,W

the top quark and W -boson masses. With values from the Particle Data Group
(PDG)[18], this gives a value of �t = 1.34 GeV. By the Energy-Time Uncertainty
Relation this corresponds to an extremely short lifetime of · = h̄/�t = 4.9 ◊ 10≠25

s. While a direct measurement of the |Vtb| CKM matrix element is possible using
above single-top channels, it does not achieve the precision of values indirectly calcu-
lated assuming three generations of quarks and leptons using unitarity constrained
electroweak fits. Those result in a value of |Vtb| = 0.999152+0.000030

≠0.000045. It implies that
the top quark almost exclusively decays into a Wb pair with a branching ratio of
BR(t æ Wb) = �tæW b/�t = 0.99+0.09

≠0.08. Therefore, from now on an exclusive decay
of top quarks into Wb will be assumed.

Decay Channels of Top Quark Pairs

As outlined above Top quark pairs produced via processes explained in section 2.2.1
will decay into two Wb systems as shown in figure 2.3. The subsequent decay of the
W -bosons allows us to classify such decays into three distinct groups, based on the
decay channels of the W boson. The decay is called dileptonic, if both W bosons
decay into a lepton and neutrino pair. For a leptonic decay for one boson and a
hadronic W æ qq̄ decay for the other, the decay is called semi-leptonic. Lastly,
a decay is called fully-hadronic when both W bosons decay into quark-antiquark
pairs.

While the last channel has by far the largest branching ratio due to the number of
quark flavors and colors, its all-hadronic signature makes it challenging to distinguish

11



7 TeV

5



Event Selection 

• 25 (20) GeV e (µ) 

• 25 GeV Missing ET (MET) 

• three or more jets w/ pT > 25 GeV 

• transverse mass mT > 25 (60) GeV

7 TeV l+jets 0.7/fb
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Four variables with large  
discriminating power: 

•pseudo-rapidity of lepton 

• leading jet pT 

•exp(-8xA): aplanarity A 

•transverse energy of jets 

single projective likelihood is constructed,  
shape for signal and background derived.  

Cross-Section: Template fit is with systematics 
treated as nuisance parameter 

Leading systematic: Generator Choice 

ATLAS-CONF-2011-121

�tt̄ = 179.0± 9.8(stat.+ syst)

± 6.6(lumi) pb

https://cds.cern.ch/record/1376413/


Event Selection 

• 2 opp. charge e or µ pT > 25 GeV 

• >60 GeV MET (in ee, µµ channels), 
HT > 130 GeV (eµ) 

• two jets pT > 25 GeV  

• separate b-tag selection requires at 
least 1 b-tagged jet

7 TeV dilepton 0.7/fb

7

measures cross-section from likelihood fit 
on the event counts. 

 

Leading systematic: 

•Jet Energy Scale (JES) 

•Final State Radiation (FSR)

JHEP 1205 (2012) 059 arXiv:1202.4892

[ pb ]  t tσ

0 50 100 150 200 250 300

Comb. of w/ b-tagging - 14
+ 181 - 7

+ 81 6±183 
 w/ b-taggingµe - 14

+ 201 - 7
+ 81 8±193 

 w/ b-taggingµµ - 14
+ 181 - 6

+ 71 10±164 
ee w/ b-tagging - 29

+ 351 - 7
+ 81 16±181 

Comb. - 14
+ 171  8± 6±177 

µe - 14
+ 181  8± 7±182 

µµ - 10
+ 201 - 6

+ 71 10±159 
ee  33± - 7

+ 81 17±178 

-1 Ldt = 0.70 fb∫Data 2011, 
Theory (approx. NNLO)

 = 172.5 GeVtm

(lumi)±(syst)±(stat)

ATLAS Preliminary

Figure 5: Cross-section summary.

channels [39, 40], with an ATLAS measurement in the dilepton channel with earlier data [7], and with
the SM prediction of 165+11

�16 pb. The agreement between the measurements with and without b-tagging
requirements confirms that the candidate events arise from top-quark pair production.
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Channel Non-b-tag �tt̄ (pb) b-tag �tt̄ (pb)

ee 178 ± 17 +31
�34
+8
�7 181 ± 16 +35

�29
+8
�7

µµ 159 ± 10 +20
�10
+7
�6 164 +11

�10
+18
�14
+7
�6

eµ 182 ± 7 +18
�14 ± 8 193 ± 8 +20

�14
+8
�7

Combined 177 ±6 +17
�14 ±8 183 ±6 +18

�14
+8
�7

Table 4: Measured cross-sections in each dilepton channel, and the combination of the three untagged
channels and of the three tagged channels with their statistical, systematic and luminosity uncertainties.

source. The systematic variation is also modeled with Gaussian distribution, G j. The cross-section, �sig,
is left as a free parameter in the fit of the likelihood function [7]:

L(�sig, L, ~↵) =
Y

i2{channel}
P
⇣
Nobs

i |N
exp
i,tot(~↵)

⌘

⇥ G(L0|L,�L) ⇥
Y

j2syst
G j(0|↵ j, 1) .

The cross-section is extracted from the profile likelihood ratio �(�sig) = L(�sig,
ˆ̂L, ˆ̂~↵)/L(�̂sig, L̂, ~̂↵),

where a single circumflex represents the maximum likelihood estimate (MLE) of the parameter and
the double circumflex represents the conditional MLE for given �sig. Ensembles of pseudo-data are
generated for a given Nobs

i and the resulting estimate of �̂sig is confirmed to be unbiased. Additionally,
the variance of �̂sig is found to be consistent with the curvature of the profile likelihood at its minimum
and with the mean square spread observed in the ensemble tests. Table 4 summarizes the cross-sections
extracted from the profile likelihood ratio for the individual channels and for the combination of all
channels for the analysis with and without a b-tagging requirement, respectively.

9 Results

The top-quark pair production cross-section is measured using events selected by requiring two oppositely-
charged lepton candidates, at least two additional jets and missing transverse energy. A measurement is
also made requiring one of the jets to be identified as a b-quark jet.

The top-quark pair production cross-section measured without b-tagging is

�tt̄ = 177 ± 6(stat.)+17
�14(syst.) ± 8(lum.) pb.

Using b-tagging, the cross-section is

�tt̄ = 183 ± 6(stat.)+18
�14(syst.)+8

�7(lum.) pb.

These results have been cross-checked with other techniques, confirming their robustness2. The cross-
section results are summarized in Fig. 5.

The measured cross-sections are in good agreement with a similar measurement made with 2010 data
by the CMS collaboration [38], with 2010 ATLAS measurements made in the complementary lepton+jets

2These two results have been updated since the EPS 2011 conference because of a correction to the W branching fraction
in the signal tt̄ MC. The old results were �tt̄ = 171 ± 6(stat.)+16

�14(syst.) ± 8(lum.) pb without b-tagging, and �tt̄ = 177 ±
6(stat.)+17

�14(syst.) ±+8
�7 (lum.) pb with b-tagging.
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Figure 1. (a) Jet multiplicity distribution for ee+µµ+eµ+eTL+µTL events without a b-tagging
requirement. (b) Multiplicity distribution of b-tagged jets in the ee+µµ+eµ channels. Contributions
from diboson and single top-quark events are summarized as ‘Other EW’. The events in (b) are
not a simple subset of those in (a) because the event selections for the b-tag and non-b-tag analyses
differ. Uncertainties shown are statistical and systematic combined. The distributions are shown
as stacked histograms.
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Event Selection 

• exactly 40 GeV e or µ 

• 30 (20) GeV MET for e(µ)-channel 

• three or more jets w/ pT > 25 GeV 

•  mT > 30 GeV (e), mT+MET > 60 GeV (µ)

8 TeV l+jets 5.8/fb

9

discriminant built from only two variables: 

•aplanarity and lepton eta. 

•binned likelihood fit of template shapes 
of discriminant (ttbar, W+jets, Other) 

•Fit is simultaneous. (except W+Jets: 
floats freely in each channel) 

•cross-section via: 

Result is strongly dominated by systematics.  

Main one (as in 7 TeV): Generator 

ATLAS-CONF-2012-149	
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Figure 2: Transformed aplanarity A′ distribution in the e+jets channel (a) and muon pseudorapidity η

distribution in the µ+jets channel (b). The distributions in the data (dots) are compared to the model

expectations, which include both signal and background processes. The hatched bands display the com-

bined expected statistical and systematic uncertainty.

Table 2: Number of tt̄ events and corresponding cross sections obtained from the likelihood fit to data

together with their statistical uncertainties.

Channel Ntt̄ σtt̄ (pb)

e+≥3 jets 31050±350 239±3
µ+≥3 jets 45000±400 242±2
l+≥3 jets 76000±500 241±2
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Figure 1: Fit to the likelihood discriminant distribution D(ηl, A
′) in data in the e+jets (a) and µ+jets (b)

channels. The hatched bands display the combined expected statistical and systematic uncertainty.

after the fit is shown in Fig. 2. Figures 3 and 4 show distributions of basic kinematic quantities after the

fit in both channels.

The tt̄ production cross section is calculated as

σtt =
Ntt̄

L × BR × εsig
, (4)

where L is the integrated luminosity, BR is the combined branching ratio for dileptonic and semileptonic
tt̄ decays, and εsig is the product of the signal acceptance and efficiency calculated on a tt̄ sample without

fully-hadronic decays.

The fitted numbers Ntt̄ of tt̄ events and the corresponding cross sections are shown in Table 2. The

quoted statistical uncertainties are evaluated from the fit. The fitted W+jets scale factors pW
j
are found

to be 0.54±0.05 (stat.) in the e+jets channel and 0.73±0.04 (stat.) in the µ+jets channel. The correlation
coefficent between the tt̄ and W+jets fractions is found to be −0.7 for both channels.

7 Systematic uncertainties

The systematic uncertainties relevant to this analysis fall into several categories. The instrumental sys-

tematic uncertainties are related to the reconstruction of jets and Emiss
T
(jet energy scale, jet energy res-

olution, jet reconstruction efficiency, soft jet related uncertainties in Emiss
T
calculations), and leptons

5

uncertainty.

8 Summary of results

A measurement of the inclusive tt̄ production cross section in pp collisions at
√
s = 8 TeV using the

ATLAS detector at the Large Hadron Collider has been performed using a data set corresponding to an

integrated luminosity of 5.8 fb−1. The cross section is found to be

σtt̄ = 241 ± 2 (stat.) ± 31 (syst.) ± 9 (lumi.) pb.

This result is in good agreement with the current theoretical prediction σtheor.
tt̄

= 238+22−24 pb for a top quark

mass of 172.5 GeV as obtained from approximate NNLO QCD calculations with HATHOR 1.2 [4].
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Event Selection 
• exactly one electron ET>25 GeV 

• exactly one muon pT > 25 GeV 

• one or two b-tagged jets with 
pT > 25 GeV 

8 TeV eµ 20.3/fb

10

•robust analysis looking only at eµ sub 
channel on full 2012 dataset. 

•cross section extraction from tag 
counting 

!

!

!

!

•simultaneous fit of b-jet efficiency 
(selection+tagging) and cross section 
minimizes systematic uncertainties. 
Only 1- and 2-tag bins participate 

ATLAS-CONF-2013-097
b-tagN
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Figure 1: Distributions of (a) the number of b-tagged jets, and (b) the b-tag weight (also requiring the
event to have at least two jets), in preselected opposite-sign eµ events. The data are shown compared to
the expectation from simulation, broken down into contributions from tt̄, Wt single top, Z+jets, dibosons,
and events with fake electrons or muons, normalised to the same integrated luminosity as the data. The
lower parts of the figure show the ratios of data to the baseline prediction using Powheg+Pythia (PY) for
the tt̄ signal, and the ratios of the predictions with the other tt̄ samples using MC@NLO+Herwig (HW)
and Alpgen+Herwig to the baseline prediction.

(d�tt̄/dNbkg
2 )/(�tt̄/N

bkg
2 ) = �0.004. The fitted cross-section is therefore most sensitive to the systematic

uncertainties on Nbkg
1 , whilst for the b-tagging working point chosen for the analysis, the measurement of

N2 serves mainly to constrain the combined jet reconstruction and b-tagging e�ciency ✏b. As discussed
in Section 6, consistent results were also obtained at di↵erent b-tagging e�ciency working points, that
induce greater sensitivity to the background estimate in the two b-tag sample.

The Wt single top background was estimated from simulation using Powheg+Pythiawith the P2011C
tune, normalised to the approximate NNLO cross-section of 22.37 ± 1.52 pb determined as in Ref. [33].
The diboson background was similarly estimated using Alpgen+Herwig, normalised to the NLO QCD
inclusive cross-section predictions calculated with MCFM [34].

The Z+jets background (with Z ! ⌧⌧ ! eµ) was estimated from simulation using Alpgen+Pythia,
scaled by the ratios of Z ! µµ+jets measured in data and simulation. The ratio was evaluated separately
in the one and two b-tag event bins. This scaling eliminates uncertainties due to the simulation modelling
of jets (especially heavy-flavour jets) produced in association with the Z bosons. The data/simulation
ratios were measured in events with exactly two opposite-sign muons passing the selections given in
Section 3 and one or two b-tagged jets, by fitting the dimuon invariant mass distributions in the range
60–120 GeV and accounting for the backgrounds from tt̄ production and fake leptons. The resulting scale
factors were determined to be 1.43± 0.07 and 1.21± 0.09 for the one and two b-tag backgrounds, where
the systematic uncertainties were derived from a comparison of the Z ! µµ results with those obtained
using the same fit technique in Z ! ee events, which have di↵erent backgrounds.

The background from events with one real and one fake lepton was estimated using a combination
of data and simulation. Simulation studies show that the samples with a same-sign eµ pair and one

5

N1 = L�tt✏eµ2✏b(1� Cb✏b) +Nbkg
1

total # of  
events

selection  
efficiency

b-jet selection +  
combinatorics background

N2 = L�tt✏eµCb✏
2
b +Nbkg

2

https://cds.cern.ch/record/1600596/
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Event counts N1 N2
Data 21559 11682
Wt single top 2070 ± 220 360 ± 120
Dibosons 120 ± 90 3+6

�3
Z(! ⌧⌧! eµ)+jets 210 ± 10 8 ± 1
Misidentified leptons 240 ± 70 110 ± 60
Total background 2640 ± 250 480 ± 140

Table 1: Observed numbers of opposite-sign eµ events with one and two b-tagged jets (N1 and N2), to-
gether with the estimates of non-tt̄ backgrounds and associated total uncertainties described in Section 5.

selection threshold, and be tagged as a b-jet, is denoted by ✏b. Although this quark is almost always
a b quark, ✏b thus also accounts for the approximately 0.2 % of top quarks that decay to Ws or Wd
rather than Wb, slightly reducing the e↵ective tagging e�ciency. If the decays of the two top quarks
and the subsequent reconstruction of the two b-tagged jets are completely independent, the probability
to tag both b-jets ✏bb is given by ✏bb = ✏b2. In practice, small correlations are present for both kinematic
and instrumental reasons, and these are taken into account via the tagging correlation Cb, defined as
Cb = ✏bb/✏b2, or equivalently Cb = 4Ntt̄

eµNtt̄
2 /(N

tt̄
1 + 2Ntt̄

2 )2, where Ntt̄
eµ is the number of preselected eµ tt̄

events and Ntt̄
1 and Ntt̄

2 are the numbers of events with one and two b-tagged jets. This correlation term
also accounts for the e↵ect on N1 and N2 of the small number of mistagged light quark or gluon jets from
radiation in the tt̄ events. Background from sources other than tt̄ ! eµ⌫⌫bb̄ also contributes to the event
counts N1 and N2, and is given by the background terms Nbkg

1 and Nbkg
2 . The preselection e�ciency ✏eµ

and tagging correlation Cb were taken from tt̄ event simulation, and the background contributions Nbkg
1

and Nbkg
2 were estimated using a combination of simulation and data-based methods, allowing the two

equations (1) to be solved yielding �tt̄ and ✏b.
A total of 66119 events passed the eµ opposite-sign preselection in data. Table 1 shows the number

of events with one and two b-tagged jets, together with the estimates of non-tt̄ background and their
systematic uncertainties discussed in detail below. The sample with one b-tagged jet is expected to be
about 89 % pure in tt̄ events, with the dominant background coming from Wt single top production, and
smaller contributions from events with misidentified leptons, Z+jets and dibosons. The sample with two
b-tagged jets is expected to be about 96% pure in tt̄ events, with Wt production again being the dominant
background.

The distributions of the number of b-tagged jets and the b-tagging weight in opposite-sign eµ events
are shown in Figure 1, and compared to the expectations with several tt̄ simulation samples, normalised
using the theoretical prediction of 252.9 pb for the tt̄ cross-section at

p
s = 8 TeV. Distributions of the

number of jets, the jet pT, and the electron and muon |⌘| and pT are shown for opposite-sign eµ events
with at least one b-tagged jet in Figure 2, with the simulation normalised to the same number of events
as the data. In general, the agreement between data and simulation is good, within the modelling and
instrumental uncertainties of the analysis.

The value of �tt̄ extracted from equation (1) is directly sensitive to the assumed value of ✏eµ, with
(d�tt̄/d✏eµ)/(�tt̄/✏eµ) = �1. The value of ✏eµ was determined from simulation to be about 0.8 %, including
the tt̄ ! eµ⌫⌫bb̄ branching ratio, and uncertainties on ✏eµ translate directly into uncertainties on �tt̄.
Similarly, �tt̄ is directly sensitive to the value of Cb, also determined from simulation, but with the
opposite sign, (d�tt̄/dCb)/(�tt̄/Cb) = 1. The systematic uncertainties on these quantities are discussed
in Section 5.

With the kinematic cuts and b-tagging working point chosen for this analysis, the sensitivities of �tt̄
to the knowledge of the backgrounds Nbkg

1 and Nbkg
2 are given by (d�tt̄/dNbkg

1 )/(�tt̄/N
bkg
1 ) = �0.13 and

4

backgrounds are estimated with data-
driven and Monte-Carlo methods. 

•Wt single top and Diboson: MC norm. 
to NNLO, NLO respectively. 

•Z+jets: MC simulation w/ data-driven 
normalization (from Z→ee,Z→µµ) 

•Fake leptons: estimated from 
background subtracted same-sign 
events and same-sign → opp. scale 
factor 

•most precise measurement of top pair 
cross section at the LHC at 8 TeV

Uncertainty �✏eµ/✏eµ �Cb/Cb ��tt̄/�tt̄ ��tt̄ �✏b/✏b
(%) (%) (%) (pb) (%)

Data statistics - - 0.72 1.7 0.57
tt̄ modelling 0.91 -0.61 1.52 3.6 0.61
Initial/final state radiation -0.76 0.26 1.23 2.9 0.37
Parton density functions 1.08 - 1.09 2.6 0.06
QCD scale choices 0.30 - 0.30 0.7 0.00
Single-top modelling - - 0.38 0.9 0.56
Single-top/tt̄ interference - - 0.15 0.4 0.25
Single-top Wt cross-section - - 0.70 1.7 0.24
Diboson modelling - - 0.42 1.0 0.19
Diboson cross-sections - - 0.03 0.1 0.01
Z+jets extrapolation - - 0.05 0.1 0.02
Electron energy scale/resolution 0.43 0.01 0.48 1.1 0.03
Electron identification/isolation 1.28 0.00 1.42 3.4 0.05
Muon momentum scale/resolution 0.01 0.01 0.05 0.1 0.02
Muon identification/isolation 0.50 0.00 0.52 1.2 0.01
Lepton trigger 0.15 0.00 0.16 0.4 0.01
Jet energy scale 0.46 0.07 0.49 1.2 0.11
Jet energy resolution -0.44 0.04 0.59 1.4 0.08
Jet reconstruction/vertex fraction 0.02 0.01 0.04 0.1 0.01
b-tagging - 0.13 0.42 1.0 0.09
Pileup modelling -0.30 0.05 0.28 0.7 0.05
Misidentified leptons - - 0.38 0.9 0.12
Total systematic 2.29 0.69 3.12 7.4 1.02
Integrated luminosity - - 3.11 7.4 0.11
LHC beam energy - - 1.70 4.0 0.00
Total uncertainty 2.29 0.69 4.77 11.3 1.17

Table 3: Summary of the statistical, systematic and total uncertainties on the tt̄ production cross-section
�tt̄ and the combined jet reconstruction and b-tagging e�ciency ✏b. The systematic uncertainties on the
eµ preselection e�ciency ✏eµ and the tagging correlation Cb are also shown, with relative signs given
where relevant. The sign definitions are given in the text.

significant anti-correlations between ✏eµ and Cb which contribute with opposite signs to �tt̄) were thus
taken into account. The total uncertainties on �tt̄ and ✏b were calculated by adding the e↵ects of all
the individual systematic components in quadrature, assuming them to be independent. The sources of
systematic uncertainty are discussed in more detail below.

tt̄ modelling: Uncertainties on ✏eµ and Cb due to the simulation of tt̄ events were assessed as the dif-
ferences between the predictions of the baseline Powheg+Pythia sample and one generated using
MC@NLO+Herwig, thus varying both the hard-scattering event generator and the fragmentation
and hadronisation model. The MC@NLO+Herwig sample gave a larger value of ✏eµ but a smaller
value of Cb, as shown in Table 3. Additional comparisons of Powheg+Pythia samples with the
AUET2 rather than P2011C tune and with Powheg+Herwig, i.e. changing only the fragmenta-
tion/hadronisation model, gave smaller uncertainties. The Alpgen+Herwig sample gave a value of
✏eµ 1.9 % higher than that of Powheg+Pythia, due largely to a more central predicted ⌘ distribu-
tion for the leptons. However, this sample uses a leading-order generator and PDFs, and gives an
inferior description of the electron and muon ⌘ distributions (see Figures 2(c) and (e)), so was not

9

�tt̄ = 237.7± 1.7(stat.)

± 7.4(syst.)

± 7.4(lumi.)

± 4.0(beamenergy)
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The large dataset obtained in Run I allows for 
differential cross-section measurements in various 
variables. 

ATLAS analysis performed on 4.6/fb 7 TeV: 

•standard l+jets final state selection 

•differential measurement in top pT, mtt̄, pT(tt̄), y(tt̄) 

Basics 

•detector and reconstruction effects distort (folds) 
measured values away from true values. Using 
Monte Carlo we can obtain a migration matrix 
that describes convolution

fraction of events from bin j (truth) that will be 
reconstructed in bin i due to detector effects

detector 
acceptance

Ni =
X

j

MijNj =
X

j

MijAj�jL+Bi

total number 
of signal 
events

number of  
background 

events in 
bin i

49.8% 15.1%  7.1%  3.5%  2.0%  1.4%  1.0%

34.4% 58.8% 22.1%  9.9%  5.3%  2.9%  2.2%

11.6% 19.9% 53.9% 18.4%  7.5%  4.7%  2.5%

 3.1%  4.6% 13.5% 53.5% 13.3%  4.5%  1.2%

 0.8%  1.0%  2.5% 12.5% 54.4%  8.4%  2.1%

 0.3%  0.4%  0.7%  2.1% 16.9% 70.2%  6.2%

 0.0%  0.1%  0.1%  0.1%  0.6%  7.9% 84.7%
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Figure 6: The migration matrices obtained from the Alpgen+Herwig simulation, relating the parton
and reconstructed levels for pt

T in the electron (a) and muon (b) channels and mtt̄ in the electron (c)
and muon (d) channels. The linear correlation coe�cient is given below each plot and all columns are
normalized to unity.
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Figure 8: Normalized di↵erential cross-sections for pt
T (a), mtt̄ (b), ptt̄

T (c) and ytt̄ (d). Comparisons to sev-
eral generators are shown with points corresponding to Alpgen+Herwig (circles), MC@NLO+Herwig
(squares), and Powheg+Herwig (triangles). The points are slightly o↵set in each bin to allow for better
visibility. The lower part of each figure shows the ratio of the generator predictions to data. The gray
bands indicate the total uncertainty on the data in each bin.
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Data can be unfolded by inverting migration matrix. 

•largest systematic uncertainties from 
ISR/FSR,JES, b-tagging,  

Results 

•generally observed softer pT spectrum than predicted 

•more central production than predicted

0 100 200 300 400 500 600 700 800

-1
G

eV
 t T

dp
σd  

σ1

-410

-310

Data

ALPGEN+HERWIG

MC@NLO+HERWIG

POWHEG+HERWIG

ATLAS Preliminary
-1 L dt = 4.6 fb∫

 = 7 TeVs

 [GeV]
T
tp

0 100 200 300 400 500 600 700 800

D
at

a
M

C

0.5

1

1.5

(a)

0 500 1000 1500 2000 2500

-1
G

eV
 tt

dm
σd  

σ1

-510

-410

-310

Data

ALPGEN+HERWIG

MC@NLO+HERWIG

POWHEG+HERWIG

ATLAS Preliminary
-1 L dt = 4.6 fb∫

 = 7 TeVs

 [GeV]ttm
0 500 1000 1500 2000 2500

D
at

a
M

C

0.5

1

1.5

(b)

0 100 200 300 400 500 600 700 800 900 1000

-1
G

eV
 Ttt

dp
σd  

σ1

-510

-410

-310

-210 Data

ALPGEN+HERWIG

MC@NLO+HERWIG

POWHEG+HERWIG

ATLAS Preliminary
-1 L dt = 4.6 fb∫

 = 7 TeVs

 [GeV]
T
ttp

0 100 200 300 400 500 600 700 800 900 1000

D
at

a
M

C

0.5

1

1.5

(c)

-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5

tt
dy
σd  

σ1

-110

1

Data

ALPGEN+HERWIG

MC@NLO+HERWIG

POWHEG+HERWIG

ATLAS Preliminary
-1 L dt = 4.6 fb∫

 = 7 TeVs

tt
y

-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5

D
at

a
M

C

0.8
1

1.2

(d)

Figure 8: Normalized di↵erential cross-sections for pt
T (a), mtt̄ (b), ptt̄

T (c) and ytt̄ (d). Comparisons to sev-
eral generators are shown with points corresponding to Alpgen+Herwig (circles), MC@NLO+Herwig
(squares), and Powheg+Herwig (triangles). The points are slightly o↵set in each bin to allow for better
visibility. The lower part of each figure shows the ratio of the generator predictions to data. The gray
bands indicate the total uncertainty on the data in each bin.
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Results (cont’d) 

•compared to NLO(+NNLL) predictions, mtt̄  is systematically softer 

•comparing different NLO PDF sets, HERAPDF consistently is preferred.
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Figure 11: Ratios of the NLO QCD predictions [58] to the measured normalized di↵erential cross-
sections for di↵erent PDF sets (CT10 [23], MSTW2008NLO [55], NNPDF2.3 [56] and HERA-
PDF1.5 [59]) (points) for (a) pt

T, (b) mtt̄, (c) ptt̄
T, and (d) ytt̄. The points are slightly o↵set in each

bin to allow for better visibility. The gray bands show the total statistical and systematic uncertainty on
the unfolded distributions, while the error bars denote the uncertainties on the PDFs which include the
internal PDF set variations and also fixed scale uncertainties.
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Conclusion

• The Top Quark Pair Cross-Section has 
been studied in various final states at 
both 7 and 8 TeV c.o.m. energy 

• The most precise analyses are not 
limited by statistics but systematics in 
the few%-range 

• Results are in agreement with SM 
predictions and some reach NNLO 
sensitivity 

• differential cross-section measurements 
measured at 7 TeV. 

• generally good agreement 

• sensitivity to theory input observed 
(generator, PDF sets, etc.)15
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Figure 1.1: Cut-away view of the ATLAS detector. The dimensions of the detector are 25 m in
height and 44 m in length. The overall weight of the detector is approximately 7000 tonnes.

The ATLAS detector is nominally forward-backward symmetric with respect to the interac-
tion point. The magnet configuration comprises a thin superconducting solenoid surrounding the
inner-detector cavity, and three large superconducting toroids (one barrel and two end-caps) ar-
ranged with an eight-fold azimuthal symmetry around the calorimeters. This fundamental choice
has driven the design of the rest of the detector.

The inner detector is immersed in a 2 T solenoidal field. Pattern recognition, momentum
and vertex measurements, and electron identification are achieved with a combination of discrete,
high-resolution semiconductor pixel and strip detectors in the inner part of the tracking volume,
and straw-tube tracking detectors with the capability to generate and detect transition radiation in
its outer part.

High granularity liquid-argon (LAr) electromagnetic sampling calorimeters, with excellent
performance in terms of energy and position resolution, cover the pseudorapidity range |h | < 3.2.
The hadronic calorimetry in the range |h | < 1.7 is provided by a scintillator-tile calorimeter, which
is separated into a large barrel and two smaller extended barrel cylinders, one on either side of
the central barrel. In the end-caps (|h | > 1.5), LAr technology is also used for the hadronic
calorimeters, matching the outer |h | limits of end-cap electromagnetic calorimeters. The LAr
forward calorimeters provide both electromagnetic and hadronic energy measurements, and extend
the pseudorapidity coverage to |h | = 4.9.

The calorimeter is surrounded by the muon spectrometer. The air-core toroid system, with a
long barrel and two inserted end-cap magnets, generates strong bending power in a large volume
within a light and open structure. Multiple-scattering effects are thereby minimised, and excellent
muon momentum resolution is achieved with three layers of high precision tracking chambers.

– 4 –



Event Selection 
• no high-pT muons or electrons 
• one tauhad candidate 
• 5(6) jets pT > 55(30) GeV  
• 2 b-tagged jet 
•  

7 TeV all-hadronic 1.02/fb
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•very challenging channel 

•mapping of jets onto topology of top 
quark pairs -> kinematic fit. 

•    -distribution used as discriminating 
variable: 

•templates from simulation, cross-
section from binned template fit 

•Main Systematics 

•JES, ISR/FSR, b-tagging

ATLAS-CONF-2011-140

a veto against high-pT isolated leptons and significant Emiss
T

is applied. The leptons and Emiss
T

used for

this veto are defined according to the following criteria:

• Electron candidates are required to pass a standard tight electron selection as defined in Ref. [8],

with pT > 20 GeV and |ηcluster| < 2.47, but excluding the barrel-endcap calorimeter transition

region at 1.37 < |η| < 1.52. In order to suppress background from hadrons faking an electron

signature, electrons from heavy-flavour decays and photon conversions, an isolation criteria is

applied to the selected electrons. The selected electron is required to have little jet activity in the

space surrounding its direction (∆R < 0.2). The energy measured in a cone of ∆R < 0.2 centered

around the electron direction is required to be below 3.5 GeV.

• Muons are reconstructed by combining the measurements of the tracks detected in the muon spec-

trometer with those of the associated track in the inner detector [8]. Good muon candidates are

selected by requiring pT > 20 GeV and |η| < 2.5. An additional isolation requirement is applied to

select only muons with both a pT sum of calorimeter clusters and of tracks in a cone with R = 0.3

around the muon candidate of less than 4 GeV.

• The missing transverse energy, Emiss
T

, is an object-based definition calculated from topological

clusters calibrated at the EM scale and corrected according to the energy scale of the associated

object. Calorimeter clusters not associated to any high pT object are included at the EM scale and

corrections for the muon/electron candidates are applied [20, 21].

3.4 Event selection

Events are selected by first requiring that the trigger signature described in Section 2 is satisfied. A series

of kinematic cuts are applied to the events to define the signal region. Events are first required to have:

• no isolated lepton with pT > 20 GeV;

• at least five jets with pT > 55 GeV;

• at least six jets with pT > 30 GeV. Additional jets are counted for the jet multiplicity if they satisfy

pT > 20 GeV.

• at least two of the selected jets should be b-tagged by the JetFitterCombNN algorithm and have a

pT > 20 GeV and |η| < 2.5;

• a transverse missing energy significance Emiss
T
/
√
HT < 3, where HT is the scalar sum of the trans-

verse momentum of all jets in the event, to ensure the observed Emiss
T

is not due to poorly recon-

structed jets;

• a minimum distance between the two b-tagged jets ∆R(b, b̄) = 1.2, to remove bb̄ pairs originating

from gluon splitting.

The large values for the jet pT cut, 55 GeV on the fifth jet pT, is due to the necessity of selecting

events that are near the plateau of the multi-jet trigger efficiency turn-on curve. The lepton veto and

Emiss
T

significance cuts are used to reject events from other electroweak processes. After preselection,

6114 data events are left. For the simulated signal sample, these preselection requirements give a signal

efficiency of 1.1%.

3

�2

not overlap with any original jet in the four or five-jet acceptor event. This is ensured by requiring

∆R > 0.4 between each pair of jets. Combinations that fail this overlap constraint are not used.

d) For each exclusive four- or five-jet acceptor event, all the inclusive six-jet events are considered

for the mixing. If no matching inclusive six-jet event is found, the four or five-jet acceptor event

is discarded from the list. If there are multiple matches, the acceptor event is used up to five times

with different donor jets.

In the analysis, the multi-jet background with at least six jets is modelled by applying the algorithm to

the exclusive five-jet QCD multi-jet data events. Since additional jets could artificially create missing

transverse energy, the transverse missing energy significance requirement, as described in 3.4, is applied

before the Event Mixing.

4.2 Background validation

The Event Mixing technique was shown to reproduce enriched QCD inclusive six-jet events with an in-

dependent event sample. This was done by selecting exclusive five-jet events and inclusive six-jet events

triggered with the five-jet trigger signature described in Section 2 . The same procedure as described in

Section 4.1 is applied, except that the events are required not to contain any b-tagged jet to guarantee

to be depleted on signal events. The derived inclusive six-jet sample with no b-tagged jet was found to

reproduce reasonably well the shapes of the distributions of the different observables from the inclusive

six-jet QCD data without b-tagged jets. The distributions for the number of selected jets, the aplanarity2,

the centrality3, and HT are shown in Figure 1.

5 Cross-section measurement

To test the compatibility of selected events with the tt̄ hypothesis by assigning jets to the different decay

products and looking at the consistency of the kinematics with the expected top quark and W boson

masses, a χ2-based discriminant observable was implemented. It aims to extract the tt̄ signal from the

multi-jet background.

If there are more than two b-tagged jets, the χ2 minimization chooses the two b-jets and the remaining

b-tagged jets will not be used to reconstruct the tt̄ system. The same principle applies in the case of more

than six jets where again the χ2 minimization chooses which six jets (including the two b-jets) will be

used to form the candidate tt̄ pairs. The χ2 is built for each one of the six tt̄ hypothesis. For a given event,

the correct jet assignment is identified as the jet combination which minimises

χ2 =

(

mj1, j2 − mW

)2

σ2W
+

(

mj1, j2,b1 − mt

)2

σ2t
+

(

mj3, j4 − mW

)2

σ2W
+

(

mj3, j4,b2 − mt

)2

σ2t
, (1)

and is used to select, among the different jets, which jets to assign to each W boson and top quark.

The tt̄ signal and the background mass χ2 templates modelled respectively with MC@NLO and the

Event Mixing technique described in the previous sections, are fitted to the χ2 output for the selected

data events. The tt̄ signal fraction and thereby the background normalization are extracted from the

likelihood fit of the χ2 distribution. The likelihood is defined as:

L( fs) = Πi
µni exp(−µi)

ni!
; µi = Ndata × ( fs × Pi,tt̄ + (1 − fs) × Pi,QCD). (2)

2The aplanarity is defined as 3λ2/2, where λ2 is the second lowest eigenvalue of the momentum tensor

Mα,β = Σi pα,i pβ,i/Σi |pi|2 with i running over all jets and α, β the three spatial components of the jet four-momentum.
3The centrality is defined as the scalar sum of jet pT divided by the invariant mass of all jets.
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Figure 2: Fit of the minimal mass χ2 distribution with the binned likelihood (blue line) to the selected

data (dots). The tt̄ signal fitted fraction is shown in red and the QCD inclusive six-jet background in

green. The errors bars associated to the data are statistical only.

6 Cross check: the ABCD analysis

An alternative technique which relies on the definition of two uncorrelated variables to discriminate

between background and signal is used. This technique, called the ABCD method, is based on counting

events in control and signal regions. The background in the signal region is extracted from the yield in

the control regions.

6.1 Background estimation

Two variables are used to characterize the signal: the centrality of the event and b-tagging content ϑ,

which is defined as follows:

• ϑ = 0 if the event contains at least one b-tagged jet.

• ϑ = 1 if the event contains at least two b-tagged jets satisfying ∆R > 1.2.

Four independent regions are defined: a signal enriched region D, and three control regions, labeled

A, B and C dominated by multi-jet background events. Their definitions, along with the expected and

the observed number of events, are given in Table 1. The signal purities and the efficiencies are given
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Figure 3: Top mass reconstructed from minimal mass χ2 distribution without top-quark mass constraint,

signal and background are normalized according to the result of the fit shown in Figure 2. The errors

bars represent the statistical uncertainties while the hatching represent the systematic ones.

for tt̄ events, including all decay modes. Apart from the ∆R cut and number of b-tagged jets all other

pre-selection requirements described in Section 3.4 must be satisfied. Figure 4 shows the distribution of

the events in the plane defined by the two variables.

The numbers of multi-jet background events in these four samples satisfy:

NQCD
D ≃

NQCD
C

NQCD
A

NQCD
B (3)

The contribution of theW+jet, Z+jet, single top and di-boson final states are estimated with Monte Carlo

simulation and summarized in Table 1. Assuming a reference cross section of 164 pb for the signal, the

signal fractions within the three control samples vary from 3 to 8%. The number of multi-jet background

events in the selected sample can then be written as:

NQCD(σ) =
(

ND − nD − ϵtt̄DσL
)

=

(

NB − nB − ϵtt̄BσL
) (

NC − nC − ϵtt̄CσL
)

(

NA − nA − ϵtt̄AσL
) (4)

where the acceptances ϵtt̄ are extracted from the simulation. They are defined using all the tt̄ decays

after the multi-jet selection.
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Measurement of tt̄ production in the all-hadronic channel in 1.02 fb−1 of

pp collisions at
√
s = 7 TeV with the ATLAS detector

The ATLAS Collaboration

Abstract

We present a measurement of the tt̄ production cross-section in the all-hadronic channel. The

analysis is performed using 1.02 fb−1 of pp collisions produced at the LHC with a centre-

of-mass energy of
√
s = 7 TeV and recorded with the ATLAS detector. After selecting

events passing a multi-jet trigger and kinematic requirements, we require events to have

two reconstructed jets identified as b-jets. After preselection, an Event Mixing method is

used to model the kinematics of a higher jet-multiplicity multi-jet sample from a lower jet-

multiplicity one, depleted in signal events. The total tt̄ cross-section is then extracted using

a binned likelihood fit of the χ2 from a kinematic fit assuming the tt̄ event hypothesis, and

measured to be σtt̄ = 167 ± 18 (stat.) ± 78 (syst.) ± 6 (lum.) pb, consistent with the Standard

Model prediction. As a cross-check of this analysis, an alternative one using a method

exploiting b-tagging information and the centrality of the events, the ABCD method, is also

discussed.

https://cds.cern.ch/record/1385033
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highest-pT jets that are not identified as b-jet candi-
dates are selected as τhad candidates. The template is
corrected using MC simulations for differences in the
transverse momentum distribution between the signal
region and the control sample, and for the expected con-
tribution to the control sample from tt̄ dilepton events
(tt̄ → µ+ τhad +X , tt̄ → µ+ e+X).

6 Results

An extended binned-likelihood fit is used to extract the
different contributions from the ntrack distribution. To
improve the fit stability, a soft constraint is applied
to the ratio of quark-jet events to tau/electron events,
which are dominated by the same process (tt̄ events).
The constraint, based on MC predictions, is a Gaussian
with a width of 19% of its central value. This width was
estimated based on studies of the associated systematic
uncertainties using the same methodology as described
in Sect. 7. The statistical uncertainties on the fit param-
eters are calculated using the shape of the fit likelihood.
The systematic uncertainties on the shapes of the tem-
plates are propagated using a pseudo-experiment ap-
proach, taking into account the bin-by-bin correlations.
This yields a final number of tau/electron events of 270
± 24 (stat.) ± 11 (syst.).
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Fig. 2 The ntrack distribution for τhad candidates after all
selection cuts. The black points correspond to data, while
the solid black line is the result of the fit. The red (dashed),
blue (dotted) and magenta (dash-dotted) histograms show
the fitted contributions from the tau/electron signal, and the
gluon-jet and quark-jet backgrounds, respectively.

The fit results are shown in Fig. 2. A comparison
between the fit results, and the expected event yields
from the MC predictions is presented in Table 1. The
numbers are in good agreement.

To extract the number of signal events, predictions
from simulation are used to subtract the backgrounds

Source Number of events

tau/electron

tt̄ (τhad) 170 ± 40
tt̄ (electrons) 47 ± 11
Single top 12 ± 2
W+jets 9 ± 5

Total expected 240 ± 50

Fit result 270 ± 24 (stat.) ± 11 (syst.)

quark-jet

tt̄ (jets) 540 ± 160
Single top 24 ± 4
W+jets 21 ± 12

Total expected 580 ± 160

Fit result 520 ± 97 (stat.) ± 78 (syst.)

gluon-jet

Fit result 960 ± 77 (stat.) ± 74 (syst.)

Table 1 Comparison of the numbers of events from MC ex-
pectations and from the results of the fit to the data for the
three templates. The uncertainties on the MC expectations
include the systematic uncertainties of the selection efficiency
described in Sect. 7. No MC predictions are available for the
gluon-jet contribution.

from W+jets and single-top events (9 ± 5 and 12 ± 2,
respectively) from the fitted number of tau/electron ev-
ents. The number is then scaled by the expected ratio,
Nτ/(Nτ +Ne), of τhad and electrons passing the selec-
tion in the tt̄ sample. This ratio is estimated from MC
simulation to be 0.78 ± 0.03 (stat.) ± 0.03 (syst.). This
yields a final number of observed signal events of Nτ =
194 ± 18 (stat.) ± 11 (syst.).

The cross section is obtained using σtt̄ = Nτ/(L · ε).
The efficiency (ε) is estimated from MC simulation to
be (6.0 ± 1.4) ×10−4. It includes the branching frac-
tions for the various tt̄ decays and the acceptance, and
assumes Br(tt̄ →τhad + jets) to be 0.098 ± 0.002 [1].
The efficiency is corrected for a 13% difference between
MC simulation and data in the trigger and b-tagging
efficiencies [26]. The method used for obtaining the un-
certainty on the cross section is detailed in Sect. 7.

The cross section is measured to be σtt̄ = 194 ±
18 (stat.) ± 46 (syst.) pb.

7 Systematic uncertainties

A summary of all systematic uncertainties on the cross
section is given in Table 2.

The uncertainty on the selection efficiency due to
the choice of the configuration for the MC simulation is
estimated by using alternative MC samples and reweight-
ing procedures. The difference in the efficiency obtained
from various configurations is taken as the uncertainty.

Event Selection 
• 5 jets with pT > 20 GeV 
• at least 2 b-tagged jets 
• MET significance SMET > 8

7 TeV tau+jets 1.67/fb

19

• hadronic tau decays 

• tau candidate from 
particles to ttbar topology. 

• Template Fit of number of 
tracks in tau-jet -> estimate 
on Ntt->tau(->had)+jets 

• Cross-section from 

!

• main systematics 

•ISR/FSR, Generator 

3

Events containing a reconstructed electron or
muon [28, 29] with pT > 15 GeV and | η | < 2.5 are
vetoed to reduce the background due to events contain-
ing W bosons that decay to electrons or muons and to
avoid overlap with other tt̄ cross-section measurements.

In each event, a single τhad candidate is selected
from the reconstructed jets using the following proce-
dure. First, the reconstruction of the hadronically de-
caying top quark is attempted by selecting the three jets
(including exactly one of the two b-candidates) which,
when their four-momenta are added vectorially, give the
highest pT sum. The remaining jet with the highest pT,
excluding the remaining b-candidate, is selected as the
τhad candidate. Events where the τhad candidate pT is
below 40 GeV are rejected.

The main contributions to the selected τhad candi-
dates in the signal region come from the signal (τhad
from tt̄ events), electrons from tt̄ events and misidenti-
fied jets from tt̄, single-top-quark production, W+jets
and multijet events. The contributions from Z/γ⋆+jets
and diboson processes are negligible.

5 Data analysis

The majority of τhad decays are characterised by the
presence of one or three charged hadrons in the fi-
nal state, which can be reconstructed as charged parti-
cle tracks in the inner detector. The number of tracks
(ntrack) originating from the interaction point associ-
ated with a τhad candidate is used to separate the τhad
contribution from the misidentified jet background.
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Fig. 1 Distribution of ntrack for τhad from MC tt̄ events
(solid black line), electrons from MC tt̄ events (dashed red
line), and for jets from multijet events from data (blue tri-
angles). The multijet event selection uses a SEmiss

T

sideband
region as described in Sect. 5. All distributions are normalised
to unity.

All selected tracks with pT > 1 GeV located in a
core region spanning ∆R < 0.2 around the jet axis are

counted. To increase the discriminating power, tracks in
the outer cone 0.2 < ∆R < 0.6 are also counted, using a
variable pT requirement that is dependent on both the
∆R of the outer track and the pT of the core tracks.
This variable pT requirement is designed to reduce the
contribution from pile-up and underlying event tracks,
and is explained in Ref. [30]. The separation power of
the ntrack variable is illustrated in Fig. 1 where a com-
parison of the ntrack distribution is shown for τhad, elec-
trons and misidentified jets from multijet events.

To extract the signal from the ntrack distribution,
the data sample is fitted with three probability density
functions (templates): a tau/electron template, a gluon-
jet template and a quark-jet template. The τhad com-
ponent from tt̄ events constitutes the signal in the event
sample. Real electrons from tt̄ events (either prompt or
from leptonic tau decays) which failed to be rejected
by the electron veto also contribute significantly to the
event sample. The electron and τhad templates are com-
bined into a single tau/electron template to ensure a
stable fit, using MC predictions to determine their rel-
ative contributions. The tau/electron template is ob-
tained from simulated tt̄ events. The small expected
contributions to the real tau/electron component of the
fit from single-top-quark and W+jets events do not
change the shape of the template.

The remaining significant contributions come from
misidentified jets, and are separated into two templates.
The gluon-jet template describes the QCDmultijet pro-
cesses which are dominated by gluon-initiated jets, and
the quark-jet template describes the remaining processes
(tt̄, single-top quark and W+jets) that are enriched in
quark-initiated jets.

The gluon-jet template is determined using a side-
band region where the SEmiss

T
requirement is changed

to 3 < SEmiss
T

< 4. This selection greatly enhances the
contribution from multijet events, reducing other con-
tributions (e.g. from tt̄ events) to less than 1%. The
regions defined by the selection 2 < SEmiss

T
< 3 and 4

< SEmiss
T

< 5 are also used to study any correlations
between the SEmiss

T
criteria and the ntrack distribution.

The quark-jet template is obtained from a tt̄ control
sample where the τhad candidate is replaced by a muon
candidate. The reconstructed muon [29] is required to
have pT > 20 GeV, | η | < 2.5 and no jet within a dis-
tance ∆R = 0.4. The requirement on the number of
non-b-tagged jets is changed from three to two as the jet
corresponding to the τhad is now replaced by a muon.
The other selection requirements are the same as for
the signal region. This isolates tt̄ events with very high
purity; the contribution from backgrounds is estimated
from MC predictions to be at the 5% level, and consists
mainly of single-top-quark and W+jets events. The two
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highest-pT jets that are not identified as b-jet candi-
dates are selected as τhad candidates. The template is
corrected using MC simulations for differences in the
transverse momentum distribution between the signal
region and the control sample, and for the expected con-
tribution to the control sample from tt̄ dilepton events
(tt̄ → µ+ τhad +X , tt̄ → µ+ e+X).

6 Results

An extended binned-likelihood fit is used to extract the
different contributions from the ntrack distribution. To
improve the fit stability, a soft constraint is applied
to the ratio of quark-jet events to tau/electron events,
which are dominated by the same process (tt̄ events).
The constraint, based on MC predictions, is a Gaussian
with a width of 19% of its central value. This width was
estimated based on studies of the associated systematic
uncertainties using the same methodology as described
in Sect. 7. The statistical uncertainties on the fit param-
eters are calculated using the shape of the fit likelihood.
The systematic uncertainties on the shapes of the tem-
plates are propagated using a pseudo-experiment ap-
proach, taking into account the bin-by-bin correlations.
This yields a final number of tau/electron events of 270
± 24 (stat.) ± 11 (syst.).

trackn
0 2 4 6 8 10 12 14 16 18

Ev
en

ts

0
20
40
60
80

100
120
140
160
180
200

Data 2011
Fit [All]
Fit [Tau/Electron]
Fit [Quark-jets]
Fit [Gluon-jets]

ATLAS

 = 7 TeVs  -1 L dt = 1.67 fb∫

Fig. 2 The ntrack distribution for τhad candidates after all
selection cuts. The black points correspond to data, while
the solid black line is the result of the fit. The red (dashed),
blue (dotted) and magenta (dash-dotted) histograms show
the fitted contributions from the tau/electron signal, and the
gluon-jet and quark-jet backgrounds, respectively.

The fit results are shown in Fig. 2. A comparison
between the fit results, and the expected event yields
from the MC predictions is presented in Table 1. The
numbers are in good agreement.

To extract the number of signal events, predictions
from simulation are used to subtract the backgrounds

Source Number of events

tau/electron

tt̄ (τhad) 170 ± 40
tt̄ (electrons) 47 ± 11
Single top 12 ± 2
W+jets 9 ± 5

Total expected 240 ± 50

Fit result 270 ± 24 (stat.) ± 11 (syst.)

quark-jet

tt̄ (jets) 540 ± 160
Single top 24 ± 4
W+jets 21 ± 12

Total expected 580 ± 160

Fit result 520 ± 97 (stat.) ± 78 (syst.)

gluon-jet

Fit result 960 ± 77 (stat.) ± 74 (syst.)

Table 1 Comparison of the numbers of events from MC ex-
pectations and from the results of the fit to the data for the
three templates. The uncertainties on the MC expectations
include the systematic uncertainties of the selection efficiency
described in Sect. 7. No MC predictions are available for the
gluon-jet contribution.

from W+jets and single-top events (9 ± 5 and 12 ± 2,
respectively) from the fitted number of tau/electron ev-
ents. The number is then scaled by the expected ratio,
Nτ/(Nτ +Ne), of τhad and electrons passing the selec-
tion in the tt̄ sample. This ratio is estimated from MC
simulation to be 0.78 ± 0.03 (stat.) ± 0.03 (syst.). This
yields a final number of observed signal events of Nτ =
194 ± 18 (stat.) ± 11 (syst.).

The cross section is obtained using σtt̄ = Nτ/(L · ε).
The efficiency (ε) is estimated from MC simulation to
be (6.0 ± 1.4) ×10−4. It includes the branching frac-
tions for the various tt̄ decays and the acceptance, and
assumes Br(tt̄ →τhad + jets) to be 0.098 ± 0.002 [1].
The efficiency is corrected for a 13% difference between
MC simulation and data in the trigger and b-tagging
efficiencies [26]. The method used for obtaining the un-
certainty on the cross section is detailed in Sect. 7.

The cross section is measured to be σtt̄ = 194 ±
18 (stat.) ± 46 (syst.) pb.

7 Systematic uncertainties

A summary of all systematic uncertainties on the cross
section is given in Table 2.

The uncertainty on the selection efficiency due to
the choice of the configuration for the MC simulation is
estimated by using alternative MC samples and reweight-
ing procedures. The difference in the efficiency obtained
from various configurations is taken as the uncertainty.

194± 18(stat.)± 46(syst.) pb
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highest-pT jets that are not identified as b-jet candi-
dates are selected as τhad candidates. The template is
corrected using MC simulations for differences in the
transverse momentum distribution between the signal
region and the control sample, and for the expected con-
tribution to the control sample from tt̄ dilepton events
(tt̄ → µ+ τhad +X , tt̄ → µ+ e+X).

6 Results

An extended binned-likelihood fit is used to extract the
different contributions from the ntrack distribution. To
improve the fit stability, a soft constraint is applied
to the ratio of quark-jet events to tau/electron events,
which are dominated by the same process (tt̄ events).
The constraint, based on MC predictions, is a Gaussian
with a width of 19% of its central value. This width was
estimated based on studies of the associated systematic
uncertainties using the same methodology as described
in Sect. 7. The statistical uncertainties on the fit param-
eters are calculated using the shape of the fit likelihood.
The systematic uncertainties on the shapes of the tem-
plates are propagated using a pseudo-experiment ap-
proach, taking into account the bin-by-bin correlations.
This yields a final number of tau/electron events of 270
± 24 (stat.) ± 11 (syst.).
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Fig. 2 The ntrack distribution for τhad candidates after all
selection cuts. The black points correspond to data, while
the solid black line is the result of the fit. The red (dashed),
blue (dotted) and magenta (dash-dotted) histograms show
the fitted contributions from the tau/electron signal, and the
gluon-jet and quark-jet backgrounds, respectively.

The fit results are shown in Fig. 2. A comparison
between the fit results, and the expected event yields
from the MC predictions is presented in Table 1. The
numbers are in good agreement.

To extract the number of signal events, predictions
from simulation are used to subtract the backgrounds

Source Number of events

tau/electron

tt̄ (τhad) 170 ± 40
tt̄ (electrons) 47 ± 11
Single top 12 ± 2
W+jets 9 ± 5

Total expected 240 ± 50

Fit result 270 ± 24 (stat.) ± 11 (syst.)

quark-jet

tt̄ (jets) 540 ± 160
Single top 24 ± 4
W+jets 21 ± 12

Total expected 580 ± 160

Fit result 520 ± 97 (stat.) ± 78 (syst.)

gluon-jet

Fit result 960 ± 77 (stat.) ± 74 (syst.)

Table 1 Comparison of the numbers of events from MC ex-
pectations and from the results of the fit to the data for the
three templates. The uncertainties on the MC expectations
include the systematic uncertainties of the selection efficiency
described in Sect. 7. No MC predictions are available for the
gluon-jet contribution.

from W+jets and single-top events (9 ± 5 and 12 ± 2,
respectively) from the fitted number of tau/electron ev-
ents. The number is then scaled by the expected ratio,
Nτ/(Nτ +Ne), of τhad and electrons passing the selec-
tion in the tt̄ sample. This ratio is estimated from MC
simulation to be 0.78 ± 0.03 (stat.) ± 0.03 (syst.). This
yields a final number of observed signal events of Nτ =
194 ± 18 (stat.) ± 11 (syst.).

The cross section is obtained using σtt̄ = Nτ/(L · ε).
The efficiency (ε) is estimated from MC simulation to
be (6.0 ± 1.4) ×10−4. It includes the branching frac-
tions for the various tt̄ decays and the acceptance, and
assumes Br(tt̄ →τhad + jets) to be 0.098 ± 0.002 [1].
The efficiency is corrected for a 13% difference between
MC simulation and data in the trigger and b-tagging
efficiencies [26]. The method used for obtaining the un-
certainty on the cross section is detailed in Sect. 7.

The cross section is measured to be σtt̄ = 194 ±
18 (stat.) ± 46 (syst.) pb.

7 Systematic uncertainties

A summary of all systematic uncertainties on the cross
section is given in Table 2.

The uncertainty on the selection efficiency due to
the choice of the configuration for the MC simulation is
estimated by using alternative MC samples and reweight-
ing procedures. The difference in the efficiency obtained
from various configurations is taken as the uncertainty.

smaller (5% in the same region). Both the 0 b-tag and the W +
1 jet data samples are used to obtain statistically independent
estimates of the background in the ≥ 1 b-tag sample.
Two different approaches are used for constructing back-

grounds in the ≥ 1 b-tag data sample. One, used by the fit
method (Section 6), is to reweight the BDT j distribution of the
background bin-by-bin using the MC-based ratio of the ≥ 1 b-
tag background to the background model. In this case the 0
b-tag sample is preferred as it requires smaller corrections de-
rived from MC simulation; the W + 1 jet is used as a cross
check. The other approach is to split the background into bins
of some variable within which the shapes of BDT j distributions
of the background model are close to those from the ≥ 1 b-tag
background. This approach, used in the Matrix Method cross
check (Section 6.1), avoids using MC corrections, but assumes
the data and MC simulation behave similarly as function of the
binning variable.

6. Fits to BDT j Distributions

The contribution from tt → ℓ+τ+X signal is derived from the
≥ 1 b-tag data sample by a χ2 fit to the OS−SS BDT j distribu-
tion with a background template and a signal template. The pa-
rameters of the fit are the amount of background and the amount
of signal. The shapes of the templates are fixed.
Two background templates corrected by MC, as discussed in

Section 5, are used: one derived from 0 b-tag data, the other
from theW + 1 jet data sample. The signal BDT j templates for
0 b-tag and ≥ 1 b-tag are derived from τ leptons in tt and Z →
τ+τ− MC simulation. Contributions to the BDT j distributions
from electrons passing the BDTe cut cannot be distinguished
from τ leptons so they are treated as part of the signal.
The uncertainty on the background templates is determined

by the numbers of data and MC simulated events. The signal
template for the 0 b-tag control sample also has non-negligible
statistical uncertainty (2% for τ1, 5% for τ3) because of the low
acceptance.
The fitting procedure was tested extensively with MC simu-

lation before applying it to data. In the fits to the ≥ 1 b-tag data,
applyingMC corrections to the 0 b-tag background template in-
creases the statistical uncertainty but raises the measured cross
section by only 1%.
Figure 1 shows the BDT j (OS-SS) distributions of ℓ+τ events

with 0 b-tag and the 0 b-tag background template after subtract-
ing the expected number of τ leptons and applying the MC cor-
rections. The τ signal is mostly Z → τ+τ− events with a small
contamination of electrons faking τ leptons (from tt → ℓ+e+X
and Z → e+e−) and a small contribution from tt → ℓ + τ + X.
The uncertainty on the background template includes the sta-
tistical uncertainty of the correction, the statistical uncertainty
from MC and the 0 b-tag data uncertainty.
Figure 2 shows the result of the fit to the ≥ 1 b-tag samples.

The τ lepton signal is mostly tt → ℓ+τ+X with a small contam-
ination of misidentified electrons (estimated by applying fake
probabilities derived from data), and small contributions from
Z → τ+τ− events and single top-quark events (estimated from
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Figure 1: BDT j (OS-SS) distributions of ℓ+ τ (e and µ combined) events in the
0 b-tag data (black points). The expected contributions from τ and e are shown
as a solid red line. The derived background templates are shown as dashed
histogram with shaded/blue statistical uncertainty bands. The shapes of these
background templates are used for the fits to the ≥ 1 b-tag distributions after
applying MC corrections. Top is for τ1, bottom for τ3.

MC simulation). These contributions are subtracted from the
number of signal events before calculating the cross section.
The fit results using the background templates derived from 0
b-tag data andW + 1 jet data are shown in Table 2. The results
are consistent with each other within the statistical uncertainties
of the background templates. The BDT j distributions for τ1 and
τ3 are fitted separately. The combined ℓ+τi results are obtained
by fitting the sum of the distributions. After adding ℓ + τ1 and
ℓ + τ3 signals obtained from a χ2 fit to the combined e + τ and
µ+τ distributions and subtracting the small contributions to the
signal from Z → τ+τ−, Z → e+e− and tt̄ → e + ℓ (given in
Table 1) the results are 840± 70 (243± 60) tt̄ → ℓ + τ1(τ3) + X
events. The uncertainty is from the fit only and does not in-
clude systematic uncertainties. The results are in good agree-
ment with the 780 ± 50 (243 ± 60) events obtained with the
W + 1 jet background template and consistent with the number
expected from MC simulation, 726 ± 19 (217 ± 10). Note that
the fit uncertainty is dominated by the uncertainty on the back-
ground template, thus the statistical uncertainties of the results
with the two different background templates are not strongly
correlated.
Figure 3 shows the OS-SS distribution of the number of jets

for ≥ 1 b-tag events adding all channels for two BDT j regions:
BDT j < 0.7, which is dominated by tt → ℓ + jets, and BDT j >
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and the choice of the PDF set. The generator uncertainty is
evaluated by comparing the MC@NLO predictions with those
of POWHEG [27, 28, 29] interfaced to either HERWIG or
PYTHIA. The uncertainty due to ISR/FSR is evaluated using
the AcerMC generator [30] interfaced to the PYTHIA shower
model, and by varying the parameters controlling ISR and FSR
in a range consistent with experimental data [21]. Finally, the
PDF uncertainty is evaluated using a range of current PDF
sets [31, 32, 33]. The dominant uncertainty in this category
of systematic uncertainties is the modelling of ISR/FSR.
The τ ID uncertainty is derived from a template fit to a

Z → τ+τ− data sample selected with the same µ and τ candi-
date requirements as the sample for this analysis, but with fewer
than two jets and mT < 20 GeV to removeW+jets events. The
fit relies on theW +1 jet data sample for a background template
and Z → τ+τ− MC events for a signal template. The uncer-
tainty includes the statistical uncertainty of the data samples,
the uncertainty in the Z/γ∗ cross section measured by ATLAS
[34] (excluding luminosity uncertainty) and jet energy scale un-
certainty. It also includes the uncertainty on the number of
misidentified electrons (< 0.5%, determined from Z → e+e−
data).

Table 4: Relative systematic uncertainties, in %, for the cross-section measure-
ment. The first column gives the source of systematic uncertainty, ID/Trigger
stands for the combined uncertainty of lepton identification and lepton trigger.
The τ ID uncertainty includes electrons misidentified as τ leptons. The second
and third columms give the channel.

Source µ + τ e + τ
µ (ID/Trigger) −1.1 /+1.5 –
e (ID/Trigger) – ±2.9
JES −2.0/+2.2 −1.9 /+2.8
JER ±1.0 ±1.2
ISR/FSR ±4.8 ±3.5
Generator ±0.7 ±0.7
PDF ±2.0 ±2.1
b-tag −7.7/+9.0 −7.5/+8.9
τ1 ID −3.0/+3.2 −2.7/+3.0
τ3 ID −3.1/+3.4 −2.9/+3.2

The effect of these variations on the final result is evaluated
by varying each source of systematic uncertainty by ±1σ, ap-
plying the selection cuts and recalculating the cross section.
The uncertainties obtained for the fit method using the 0 b-

tag background template are shown in Table 4. The systematic
uncertainties for the matrix method are very similar. The uncer-
tainty on the measured integrated luminosity is 3.7% [35].

7. Measuring the t t Cross Section

The cross section is derived from the number of observed
OS-SS signal events in the ≥ 1 b-tag data sample assuming the
only top quark decay mode is t → Wb, and subtracting from
that number the small contribution from tt → e + ℓ (from elec-
trons faking τ leptons) and τ leptons from Z → τ+τ− (Table 1).

Table 5: Measured cross section from the τ1 and τ3 samples, as well as the com-
bination (τ1+τ3) for each channel separately. The uncertainty in the integrated
luminosity (3.7%) is not included.

µ + τ

τ1 189 ± 16 (stat.) ± 20 (syst.) pb
τ3 180 ± 40 (stat.) ± 21 (syst.) pb
τ1+τ3 186 ± 15 (stat.) ± 20 (syst.) pb

e + τ
τ1 190 ± 20 (stat.) ± 20 (syst.) pb
τ3 170 ± 50 (stat.) ± 21 (syst.) pb
τ1+τ3 187 ± 18 (stat.) ± 20 (syst.) pb

The systematic uncertainties are estimated as the quadratic sum
of all uncertainties given in Table 4, which includes the uncer-
tainty from the subtraction.
The results are given separately for τ1 and τ3 and then com-

bined (weighted by their statistical uncertainty and assuming
all systematic uncertainties other than from τ ID are fully cor-
related). The results using the 0 b-tag background template are
shown in Table 5.
The results for the µ+τ and e+τ channels are combined tak-

ing into account the correlated uncertainties using the BLUE
(Best Linear Unbiased Estimator) technique [36]. Combining
them does not improve the systematic uncertainty as the sys-
tematic uncertainties are almost 100% correlated.
The results for each lepton type are:

µ + τ : σtt = 186 ± 15 (stat.) ± 20 (syst.) ± 7 (lumi.) pb,

e + τ : σtt = 187 ± 18 (stat.) ± 20 (syst.) ± 7 (lumi.) pb,
Combining both channels one obtains:

σtt = 186 ± 13 (stat.) ± 20 (syst.) ± 7 (lumi.) pb

To check the fit measurements, the cross sections can be cal-
culated using the matrix method and the results obtained with
the W + 1 jet background to minimize the correlation with the
fit results. The combination of the matrix method and the fit
results with the BLUE method show they are compatible at the
45% and 10% confidence level for µ+ τ and e+ τ, respectively.

8. Conclusions

The cross section for tt production in pp collisions at 7 TeV
has been measured in the µ + τ and the e + τ channels in which
the τ decays hadronically. The number of τ leptons in these
channels has been extracted using multivariate discriminators
to separate τ leptons from electrons and jets misidentified as
hadronically decaying τ leptons. These numbers were obtained
by fitting the discriminator outputs and checked with a matrix
method. Combining the measurements from µ + τ and e + τ
events, the cross section is measured to be

σtt = 186 ± 13 (stat.) ± 20 (syst.) ± 7 (lumi.) pb,
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Figure 4: OS-SS invariant mass of jet and τ candidate for events with at least
one b-tag. The jet is the highest pT untagged jet in events with more than one
b-tag and the second highest pT untagged jet in events with one b-tag. The
µ + τ and e+ τ channels have been summed together. The solid circles indicate
data and the histograms indicate the expected signal and backgrounds. The
normalisation of the expected signal and the backgrounds are based on the fit
result. The uncertainty includes statistical and systematic contributions. The
fraction of each background is estimated from MC. Top is for BDT j < 0.7,
bottom for BDT j > 0.7.

both τ leptons and fake τ leptons, is defined as

ϵreal =
Ntightreal

Nloosereal
ϵfake =

Ntightfake

Nloosefake

where the “real” subscript denotes τ lepton, the “fake” subscript
denotes fake τ and N is the number of τ candidates. The number
of “tight” τ leptons is then given by

Ntightreal = N
tight
data −

ϵfake

ϵreal − ϵfake
(Nloosedata · ϵreal − N

tight
data ).

The value of ϵfake is measured utilizing the OS-SS BDT j dis-
tributions from the background control samples; ϵreal is derived
from MC and was tested using Z → τ+τ− events. This method
uses the binning approach described in Section 5 to estimate the
background. Values of ϵfake and ϵreal are measured separately
for three EM-fraction bins. The EM-fraction, the ratio of the
energy measured in the EM calorimeter to the total τ candidate
energy measured in the calorimeter, is an effective variable for
splitting the data into regions where the shapes of MC OS-SS
BDT j distributions for the W+1 jet background template and

Table 3: Number of signal events obtained with the matrix method for µ+τ, e+τ
and the combined channels. The first column gives the channel and the second
the τ type. The third column shows the extracted signal with the background
template derived from 0 b-tag data distributions. The fourth column shows the
extracted signal with the background template derived from W + 1 jet. In order
to compare the matrix method results to the fit results the number of signal
events shown is

∑

Nrealtight/ϵ̄real where ϵ̄real is the ϵreal averaged over the three
EM-fraction bins. The uncertainties are statistical only.

Background template
0 b-tag W + 1 jet

µ + τ τ1 460 ± 50 440 ± 50
τ3 130 ± 40 105 ± 35

e + τ τ1 420 ± 60 350 ± 50
τ3 140 ± 40 160 ± 40

Combined τ1 880 ± 70 800 ± 70
τ3 270 ± 60 260 ± 60

the ≥ 1 b-tag background are similar. Table 3 shows the num-
ber of signal events obtained with the matrix method using the
background derived from the 0 b-tag data sample and from the
W + 1 jet data sample. The numbers in each pair are in good
agreement and consistent with the numbers obtained by fitting
the OS-SS BDT j distributions.

6.2. Systematic Uncertainty
Several experimental and theoretical sources of systematic

uncertainty are considered. Lepton trigger, reconstruction and
selection efficiencies are assessed by comparing the Z → ℓ+ℓ−
events selected with the same object criteria as used for the tt
analyses in data and MC.
Scale factors are applied to MC samples when calculating

acceptances to account for any differences between predicted
and observed efficiencies. The scale factors are evaluated by
comparing the observed efficiencies with those determined with
simulated Z boson events. Systematic uncertainties on these
scale factors are evaluated by varying the selection of events
used in the efficiency measurements and by checking the stabil-
ity of the measurements over the course of data taking.
The modeling of the lepton momentum scale and resolution

is studied using reconstructed invariant mass distributions of
Z → ℓ+ℓ− candidate events and used to adjust the simulation
accordingly [23, 24].
The jet energy scale (JES) and its uncertainty are derived

by combining information from test-beam data, LHC collision
data and simulation [25]. For jets within the acceptance, the
JES uncertainty varies in the range 4–8% as a function of jet
pT and η. Comparing MC and data the estimated systematic
uncertainties are 10% and 1–2% for the jet energy resolution
(JER) and the efficiency, respectively. The uncertainty on the
efficiency of the b-tagging algorithm has been estimated to be
6% for b-quark jets, based on b-tagging calibration studies [26].
The uncertainty in the kinematic distributions of the tt sig-

nal events gives rise to systematic uncertainties in the sig-
nal acceptance, with contributions from the choice of genera-
tor, the modeling of initial- and final-state radiation (ISR/FSR)
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•transverse mass:  

•HT: scalar pT sum of all objects + MET

tight electron within a cone of �R < 0.2 is removed from the list of jets.
The analysis reconstructs the missing transverse energy from the vector sum of energy depositions

in the calorimeter in the transverse plane associated to the objects used in the analysis. The same recon-
struction and identification algorithms as for the analysis objects are used to identify electrons and jets.
The corresponding topological clusters in the calorimeters are then included in the calculation of Emiss

T at
the energy scale of the associated object. The muon momenta are calculated using the information from
both the inner detector and the muon spectrometer system and corrected for additional energy deposi-
tion in the calorimeter. Remaining energy depositions not associated to any object are included at the
electromagnetic energy scale.

4 Event selection and sample composition

The event selection is designed to select events that have the same signature as tt̄ signal events decaying
in the `+jets channel, i.e. an isolated lepton, genuine Emiss

T from the W boson decay and jets. To suppress
non-collision backgrounds, only events that have a reconstructed primary vertex with at least five tracks
are accepted for the analysis. In both analysis channels a positive three-level trigger decision based on
the lepton signature is required to select an event. In the e + jets channel, the first level trigger accepts
an event if an electromagnetic cluster with ET above 14 GeV is found. At the second level of the trigger
the electron candidate is required to pass calorimeter shower shape cuts and to have a matching track
in the inner detector. Electrons with ET > 20 GeV at the third level are accepted for the analysis. In
the µ + jets channel, at the first trigger level, only events containing a muon with pT > 10 GeV in the
muon spectrometer are selected. After combining information from the muon spectrometer and the inner
detector at the second and third level and refining parameters of muon candidates, muons with pT > 18
GeV at the event filter level are accepted for the analysis.

The o✏ine requirements in the e+ jets (µ+ jets) channel select events containing one electron (muon)
with ET > 25 GeV (pT > 20 GeV) that passes the tight identification criteria and is matched to trigger
objects. Events are required to have at least three jets with pT > 25 GeV and |⌘| < 2.5 and are discarded
if any jet with pT > 20 GeV is identified as out-of-time activity or calorimeter noise. Events with a
second isolated high transverse momentum lepton are explicitly vetoed in the event selection to maintain
orthogonality to the dilepton channel.

In both channels large transverse momentum imbalance, Emiss
T , is required. The cut di↵ers between

the electron and the muon channel due to significantly di↵erent contributions from multijet QCD back-
ground. In the e + jets (µ + jets) channel, events with Emiss

T > 35 GeV (Emiss
T > 25 GeV) are accepted. To

further suppress contamination from QCD multijet events, which typically have Emiss
T in the direction of

the lepton, mT (W) > 25 GeV and Emiss
T +mT (W) > 60 GeV are required in the e+jets and µ+jets channels,

respectively, where the W boson transverse mass is defined as mT (W) =
q

2p`T p⌫T (1 � cos(�` � �⌫)), and
the measured Emiss

T provides the neutrino information.
The dominant background in the selected sample stems from W+jets production. Vector boson pro-

duction in association with jets (W+jets and Z+jets) is simulated using alpgen [11] for the matrix element
generation and herwig/jimmy [12], [13] for fragmentation, parton shower and underlying event model.
The W+jets samples that include bb̄ and cc̄ quark pair production and W+c or c̄ production were gener-
ated separately, and the overlap between these samples due to heavy flavor contributions from the matrix
element (in the Wbb̄, Wcc̄ and Wc) and the parton shower (in the light flavor W+jets samples) is re-
moved. This analysis relies on the accurate description of W+jets event kinematics by the Monte Carlo
(MC) simulation. However, since it is not expected to predict the event yield for W+ jets background
well, the latter is obtained with a data-driven (DD) method that exploits the charge asymmetry of W
boson production in pp-collisions [21]. Other electroweak backgrounds are single top quark, diboson,
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Table 2: Selected events in the µ + jets channel split up according to the jet multiplicity. The W +
jets background is obtained from a data-driven method exploiting the charge asymmetry in W boson
production. The total uncertainty is shown for QCD multijet background determined from data and
statistical ones for all other contributions.

1 Jet 2 Jet 3 Jet 4 Jet � 5 jet

t t̄ 319±18 1342±37 2734±52 2714±52 2030±45
W+jets (DD) 383200±600 93440±310 20140±140 4644±68 1082±33
QCD multijet (DD) 25000±12000 11000±6000 3200±1600 900±400 290±150
Single Top 996±32 1148±34 594±24 210±15 84±9
Z+jets 17270±130 5492±74 1510±39 436±21 149±12
Diboson (WW,WZ,ZZ) 1093±33 1009±32 308±18 69±8 18±4

Total Predicted 428000±12000 113000±6000 28400±1600 8900±400 3660±160
Data Observed 433931 111741 28643 8680 3814

5 Method

To extract the fraction of tt̄ events in the sample, we select kinematic variables that discriminate between
two classes of events, the tt̄ signal and the dominant W+jets background, and construct a likelihood
discriminant function. The contributions from all other background sources are smaller and do not justify
the introduction of an additional event class. The variables are chosen based on their separation power
and complementarity in terms of their sensitivity to the dominant systematic uncertainties. The small
number of variables allows for a simpler discriminant function. The discriminant is constructed from four
variables: the pseudorapidity ⌘` of the lepton, the pT of the jet with the highest transverse momentum
(leading jet), the event aplanarityA and the variable HT,3p [4]. The aplanarityA is defined as 1.5 times
the smallest eigenvalue of the momentum tensor, which is defined as:

Mi j =

PN0objects
k=1 pik p jk

PN0objects
k=1 p2

k

, (1)

where pik is the i-th momentum component and pk is the modulus of the momentum of object k, and the
sum is over the momenta of up to the four highest pT jets and the charged lepton. We use exp[�8 ⇥A]
instead of A to obtain a more uniform input distribution for the likelihood discriminant. The variable
HT,3p is the transverse momentum of all but the two leading jets, normalized to the sum of absolute values
of all longitudinal momenta in the event:

HT,3p =

PNjets
i=3 |pT,i|

PNobjects
j=1 |pz, j|

, (2)

where pT is the transverse momentum and pz the longitudinal momentum. The sum over all objects
includes the charged lepton, the neutrino and up to the four leading jets. The longitudinal momentum
of the neutrino is obtained by solving the event kinematics based on the lepton and missing transverse
energy and taking the smaller neutrino pz solution. We transform HT,3p ! exp[�4 ⇥ HT,3p] to obtain a
smoother input distribution for the likelihood discriminant.

To reduce the dependence on modeling of soft radiation and pileup, only up to the four highest pT jets
were used to calculateA and HT,3p. The agreement between data and the combined signal+background
model was checked both in the signal (� 3 jets) and in the control region of events with exactly two jets.
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