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Goals

• Show that direct RPV stop-pair ➞ 4j search is viable
• Show tricks to measure boosted hadronic top spin



• Baryonic R-parity violation
– λ’’3ij tR dRi dRj    (i ≠ j)

• 100% decays to 2 down-type quarks
– prompt if λ’’ > 10-7

– MFV:  96% bottom + down/strange

• Direct pair production ⇒ fully jetty final-state

– no handles like leptons or MET

Baryon # Violating Stop LSP

P1

P2

t̃∗

t̃

t̄

χ̃0
1

χ̃0
1

tq
_

q
_

q

q

RPV

RPV

~



Pursuing Direct Production

• Minimal model-dependence
– rate/kinematics depend only on mass
– inclusive analysis ignores jet flavor (structure of λ’’)
– not necessarily SUSY (generic triplet diquark)
– but still assuming prompt decays

• Benchmark for QCD pair-produced NP searches
– minimal color, spin, # decay products, flavor

• Current limits are weak (less than mtop!)
– LEP:   90 GeV
– Tevatron:  100 GeV
– LHC:  No limit!
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Trigger Creep at the LHC
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)/2 [GeV]2+M
1

(M
40 60 80 100 120 140 160 180 200

Ev
en

ts
 / 

4.
0 

G
eV

0

100

200

300

400

500

)/2 [GeV]2+M
1

(M
40 60 80 100 120 140 160 180 200

Ev
en

ts
 / 

4.
0 

G
eV

0

100

200

300

400

500
-1 L dt = 34 pb!

> 55 GeV
T

4 jets p
ATLAS data; Region A

ABCD results

ABCD results Fit
sgluon; Region A
m=100 GeV
sgluon; Region B
m=100 GeV

)/2 [GeV]2+M
1

(M
60 80 100 120 140 160 180 200 220 240 260 280

Ev
en

ts
 / 

5.
6 

G
eV

0

20

40

60

80

100

120

)/2 [GeV]2+M
1

(M
60 80 100 120 140 160 180 200 220 240 260 280

Ev
en

ts
 / 

5.
6 

G
eV

0

20

40

60

80

100

120

-1 L dt = 34 pb!
> 77 GeV

T
4 jets p
ATLAS data; Region A

ABCD results

ABCD results Fit
sgluon; Region A
m=140 GeV
sgluon; Region B
m=140 GeV

)/2 [GeV]2+M
1

(M
100 150 200 250 300

Ev
en

ts
 / 

6.
4 

G
eV

0

10

20

30

40

50

60

)/2 [GeV]2+M
1

(M
100 150 200 250 300

Ev
en

ts
 / 

6.
4 

G
eV

0

10

20

30

40

50

60

-1 L dt = 34 pb!
> 88 GeV

T
4 jets p
ATLAS data; Region A

ABCD results

ABCD results Fit
sgluon; Region A
m=160 GeV
sgluon; Region B
m=160 GeV

)/2 [GeV]2+M
1

(M
100 150 200 250 300 350

Ev
en

ts
 / 

7.
6 

G
eV

0

5

10

15

20

25

30

35

)/2 [GeV]2+M
1

(M
100 150 200 250 300 350

Ev
en

ts
 / 

7.
6 

G
eV

0

5

10

15

20

25

30

35

-1 L dt = 34 pb!
> 104 GeV

T
4 jets p
ATLAS data; Region A

ABCD results

ABCD results Fit
sgluon; Region A
m=190 GeV
sgluon; Region B
m=190 GeV

Fig. 2. The comparison of the prediction of the background with the data in the signal region is shown. The points are the
data in the signal region (region A). The solid (dashed) histogram is the estimated signal in region A (B) for the nominal
cross section. The predictions of background in region A based upon the data in region B (rectangles) and upon the result of
the fit in region B (line), each normalized using the ABCD method, are shown for: (top left) Msgluon = 100 GeV, (top right)
Msgluon = 140 GeV, (bottom left) Msgluon = 160 GeV and (bottom right) Msgluon = 190 GeV. The bin size is chosen to follow
the expected signal width.

are also shown. Table 3 shows the number of events in the
signal region, the prediction of the background from the
ABCD prediction, the χ2 per degree of freedom (NDF )
between the shapes of the distributions in region A and
B (χ2/NDF (A,B)), as well as the χ2/NDF (B) in the
background region for the fit of the background function.
No significant deviation is observed between the data-
driven background prediction and the data. Therefore lim-
its are set on the excluded cross section using a profile
likelihood ratio with the CLs approach [29]. The shapes
of signal and background are included in the likelihood.
The signal contamination in the control regions is taken
into account according to the signal cross section. A Gaus-
sian shape is used in region B; whereas, in regions C and D
the shape is background-like.

The different sources of systematic uncertainty and
their effect are summarized in Table 4. The uncertainty
on the integrated luminosity is 3.4% [30]. The trigger ef-
ficiency is estimated in minimum bias data to be 99±1%.
The signal acceptance and contamination are taken from
the full simulation Monte Carlo samples with a statistical
uncertainty of 5% (in region A) by fitting the efficiencies

as a function of the sgluon mass. The jet energy scale
uncertainty is propagated to the signal [28], affecting the
selection efficiency. A second effect of the JES uncertainty
on the signal is a ±2% shift of the signal mass peak posi-
tion. The impact of the jet energy resolution uncertainty
on the signal mass peak width is 10%. The impact of the
choice of the PDF for the signal generation was estimated
to be less than 2%. Finally a systematic error, reflect-
ing the statistics available to check the prediction of the
ABCD method in the absence of new physics, is assigned
to the background prediction. Gaussian nuisance param-
eters are implemented in the likelihood corresponding to
the errors taking into account the correlations, e.g. the
error on the luminosity is common to the ABCD regions.
The contamination of the regions B, C and D by the signal
is also taken into account in the likelihood.

For each tested mass, the observed and expected me-
dian CLs are determined as a function of the signal cross
section. The analysis is performed for masses from 100
to 200 GeV in steps of 10 GeV. The resulting excluded
cross section, shown in Fig. 3, is 1 nb at 100 GeV and
280 pb at 190 GeV. Converting this result into a mass

The ATLAS Collaboration: Search for massive coloured scalars with the ATLAS detector 5

Ev
en

ts
 / 

10
 G

eV

2000

4000

6000

8000

10000

12000

14000

Data; Region A

ABCD result
MC sgluon; Region A

 = 150 GeVsgluonm

ATLAS-1 L dt = 4.6 fb!
 = 7 TeVs 

 jet) > 80 GeVth(4
T

p

100 150 200

D
at

a 
/ A

BC
D

 

1.2

0.8

)/2 [GeV]2+m
1

(m
100 150 200

]
"

Si
gn

ifi
ca

nc
e 

 [

-2

0

2

Ev
en

ts
 / 

15
 G

eV

500

1000

1500

2000

2500

3000

3500

4000

Data; Region A

ABCD result
MC sgluon; Region A

 = 250 GeVsgluonm

ATLAS-1 L dt = 4.6 fb!
 = 7 TeVs 

 jet) > 105 GeVth(4
T

p

100 150 200 250 300

D
at

a 
/ A

BC
D

 

1.2

0.8

)/2 [GeV]2+m
1

(m
100 150 200 250 300

]
"

Si
gn

ifi
ca

nc
e 

 [

-2

0

2

(a) (b)

Ev
en

ts
 / 

15
 G

eV

200

400

600

800

1000

1200

1400

1600

Data; Region A

ABCD result
MC sgluon; Region A

 = 300 GeVsgluonm

ATLAS-1 L dt = 4.6 fb!
 = 7 TeVs 

 jet) > 120 GeVth(4
T

p

100 150 200 250 300 350

D
at

a 
/ A

BC
D

 

1.2

0.8

)/2 [GeV]2+m
1

(m
100 150 200 250 300 350

]
"

Si
gn

ifi
ca

nc
e 

 [

-2

0

2

Ev
en

ts
 / 

20
 G

eV

200

400

600

800

1000

Data; Region A

ABCD result
MC sgluon; Region A

 = 350 GeVsgluonm

ATLAS-1 L dt = 4.6 fb!
 = 7 TeVs 

 jet) > 135 GeVth(4
T

p

100 200 300 400

D
at

a 
/ A

BC
D

 

1.2

0.8

)/2 [GeV]2+m
1

(m
100 200 300 400

]
"

Si
gn

ifi
ca

nc
e 

 [

-2

0

2

(c) (d)

Fig. 3. The comparison of the data in the signal region with the background prediction is shown for: (a) msgluon = 150GeV, (b)

msgluon = 250GeV, (c) msgluon = 300GeV and (d) msgluon = 350GeV. The points are the data in the signal region (region A).

The plain histogram (red) is the expected signal in region A normalised to the NLO cross-section. The prediction of background

in region A based upon the data in region B normalised using the ABCD method is shown as the rectangles which include

the statistical uncertainty. The data/background ratio and the statistical significance of its difference from one, in standard

deviations, are also shown in the lower panels.

the leading order cross-section by a factor of about 1.6.

The hatched band indicates the systematic uncertainty

due to the choices of renormalisation and factorisation

scales. Due to this recent NLO calculation, the previously

unexcluded mass region around 140GeV [11] is now ex-

cluded by reinterpreting the limits obtained with the data

recorded in 2010. For the analysis of the data recorded

in 2011, sgluons with a mass from 150GeV to 287GeV

are excluded. The endpoint of the mass limit is defined as

the intersection of the cross-section limit with the NLO

cross-section minus one standard deviation of the theory

uncertainty.

The dashed line is the prediction for the hyperpion

cross-section of a compositeness model, obtained by rescal-

ing the sgluon cross-section according to the ratios from

Ref. [7]. Since the ratios were calculated at leading or-

der, this line should only be considered as an approximate

indication of the excluded mass region.
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Fig. 3. The comparison of the data in the signal region with the background prediction is shown for: (a) msgluon = 150GeV, (b)

msgluon = 250GeV, (c) msgluon = 300GeV and (d) msgluon = 350GeV. The points are the data in the signal region (region A).

The plain histogram (red) is the expected signal in region A normalised to the NLO cross-section. The prediction of background

in region A based upon the data in region B normalised using the ABCD method is shown as the rectangles which include

the statistical uncertainty. The data/background ratio and the statistical significance of its difference from one, in standard

deviations, are also shown in the lower panels.

the leading order cross-section by a factor of about 1.6.

The hatched band indicates the systematic uncertainty

due to the choices of renormalisation and factorisation

scales. Due to this recent NLO calculation, the previously

unexcluded mass region around 140GeV [11] is now ex-

cluded by reinterpreting the limits obtained with the data

recorded in 2010. For the analysis of the data recorded

in 2011, sgluons with a mass from 150GeV to 287GeV

are excluded. The endpoint of the mass limit is defined as

the intersection of the cross-section limit with the NLO

cross-section minus one standard deviation of the theory

uncertainty.

The dashed line is the prediction for the hyperpion

cross-section of a compositeness model, obtained by rescal-

ing the sgluon cross-section according to the ratios from

Ref. [7]. Since the ratios were calculated at leading or-

der, this line should only be considered as an approximate

indication of the excluded mass region.
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FIG. 1: Existing constraints on pp → t̃t̃∗ → 4j from the LHC, reinterpreting the results of [8–11]

to account for stop acceptances relative to coloron or hyperpion acceptances.

to disentangle from the pure QCD backgrounds. Another major complicating aspect at the

LHC is the multijet triggers, which can heavily prescale-away the signatures of stops lighter

than several hundred GeV. Some of the best current direct limits actually come from LEP,

which rules out mt̃ <∼ 90 GeV [30]. A recent search at the Tevatron extends this limit up

to only about 100 GeV [31]. However, so far, direct searches for pair-production of dijet

resonances at the LHC have failed to reach the sensitivity necessary to place constraints for

any stop mass [8–11]. A snapshot of the current situation can be seen in Fig. 1. In fact, the

inevitable rise of trigger thresholds with instantaneous luminosity and beam energy leaves

us to wonder whether the LHC will ever be sensitive to this signal. At the very least, this

trend suggests that masses near the current limit of 100 GeV might be left unexplored.1

One way around these difficulties is to search for the stop as a dijet resonance produced in

the decays of heavier colored superparticles, such as gluinos [33] or sbottoms [6] (or possibly

the heavier stop eigenstate), or to simply set bounds using the associated leptonic activity

and high HT of these decays [34–37]. Naturalness suggests that these colored superparticles

should also not be far above 1 TeV, and might be produced with observable rates. It is also

possible to invoke Minimal Flavor Violation (MFV), which suggests that stops dominantly

decay (with a branching ratio# 95%) into b̄s̄ or b̄d̄ [13]. It was pointed out in [38] that

incorporating b-tagging into the triggering might allow the direct stop pair signal to write

to tape with higher efficiency, and subsequent kinematic analysis can discriminate it from

1 For recent projections for the long-term LHC, which begin to achieve exclusion reach but nonetheless do

not pursue signals below 300 GeV, see the recent Snowmass study [32].
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minimum possible mass ~ pT×R ~ 26 GeV (2010),  40 GeV (2011),  50 GeV? (2012),  ???? (2015)
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Why Jet Substructure?

• Focus on high-pT “boosted” signal production
– less combinatoric ambiguity
– better S/B

• Flexible partition of decay radiation to individual “quarks”
– better rejection of pileup, etc
– better mass resolution

• Nearly scale-free procedure
– bypass “4-jet” division of phase space, 4j trigger thresholds
– background processed into “featureless” spectrum



Basic Ingredients

• Jet-HT trigger:  offline HT > 900
• Pre-trim event to remove pileup

– Fixed minijet pT threshold, tuned to remove ‹NPV› ~ 20

• Capture stop decays in R ~ π/2 fat-jets
– maximize mass reach, minimize steepness of BG

• Decluster into subjets using BDRS-like prescription
– relative-pT measure
– extra demand on m/pT of softer cluster

• Impose kinematic cuts, run a bump-hunt over (m1+m2)/2



Example Event, m(stop) = 100

+ pileup

* 0.1 x 0.1 
_“calorimeter”

+ trimming
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FIG. 2: The effects of our cuts on the spectrum of mavg ≡ (m1 + m2)/2, defined on declustered

fat-jets. From left-to-right, top-to-bottom, cuts are added sequentially. The effect of the preceding

cut is shown with dotted histograms for comparison. Background is matched QCD (black), and

example stop models are 100 GeV (blue), 200 GeV (purple), and 300 GeV (red).

our stop signal.5 However, the multibody structure of this background is under much better

5 The fact that tt̄ is not a larger contribution is perhaps somewhat surprising, given that for mt̃ " mt,

the inclusive tt̄ cross section is about six times larger than t̃t̃∗. About half of this factor comes from

the tt̄ all-hadronic branching fraction, since only all-hadronic events are efficient at passing the HT cut

and subsequent substructure cuts. It is also important to realize that for high-pT central production, the

difference in cross sections is not as big. (Asymptotically, the factor of six reduces to a factor of two.)

Finally, the large fraction of partial reconstructions with two-body substructure significantly broadens the
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FIG. 3: Final spectra of mavg after all cuts, for an untagged analysis (left) and a b-tagged anal-

ysis assuming BR(t̃ → b̄d̄/b̄s̄) " 100% and tagging/mistagging rates as described in the text

(right). Displayed backgrounds include matched QCD (black), tt̄ (pink), and W+jets (green). The

matched QCD histogram has been smoothed from the Monte Carlo data, as described in the next

section. Displayed example stop models, stacked onto the QCD background, include 100 GeV

(blue), 200 GeV (purple), and 300 GeV (red). The lower panels show the S/B ratio relative to

QCD, and the bin-by-bin fractional statistical errors on the QCD background expected for the

2012 LHC run. (Note the changes in vertical axes between untagged and tagged.)

theoretical control than pure QCD, and its normalization could be extracted in the highly

orthogonal semileptonic channel. We therefore anticipate that it could be systematically

subtracted or accounted for in a constrained fit. Indeed, it can even serve as a useful

calibration peak. If it is necessary to further suppress tt̄, it might be possible to do so with

supplementary substructure cuts that can pick out and reject 3-body features, without highly

resculpting the continuum QCD. (E.g., N-subjettiness [48] observables or the dimensionless

variables of the HEPTopTagger [59] would be appropriate to study.) Regardless, some

degradation of sensitivity in the vicinity of mt should be expected in reality.

If the RPV coupling obeys MFV, then almost every stop decay will contain a b-quark.

It therefore becomes possible to exploit a b-tagged analysis. We show in the right panel

of Fig. 3 the mavg spectra after demanding that at least one of the four subjets is tagged,

assuming flat (b, c, q/g) tag rates of (60%, 10%, 2%). The S/B (and S/
√
B) improves

top peak shape.

9

Average-Mass Spectra

100 GeV

200 GeV

300 GeV
topsW+jets

QCD

**Be careful of top background!

100 GeV

200 GeV

300 GeV
topsW+jets

QCD

Untagged, inclusive signal 1 b-tag, MFV signal



QCD Estimation 4-Ways

• Smooth function fit (CMS style)

• ABCD (ATLAS style)
– control regions defined in asym and CM angle
– signal-region spectrum derived bin-by-bin

• Asymmetry sideband
– primitive 2D fit over mavg and asym (⇔ m1m2-plane)

• Jet-mass template
– derive mavg spectrum from spectra of individual fat-jets
– control region with ~infinite statistics

2

simulation, test beam, and collision data [19]. Additional corrections accounting for the effect

of multiple pp collisions per bunch crossing are also applied [20, 21].

We require events to have at least one good primary vertex with a z position within 24 cm

of the center of the detector and with a transverse distance from the beam spot of less than

2 cm. A set of jet quality criteria are applied to remove possible instrumental and non-collision

backgrounds [22]. All data as well as all simulated signal events passing these selection criteria

also satisfy standard jet identification requirements [23]. We require that events have at least

four jets, each with pT > 110 GeV and |η| < 2.5. We require the two jets in each possible pair

to have a separation ∆Rjj =
�
(∆η)2 + (∆φ)2 ≥ 0.7. This ensures a negligible overlap between

the jets. We calculate the dijet-mass combinations from the four leading jets and choose the one

with the smallest ∆m/mavg, where ∆m is the mass difference between the two dijets and mavg

is their average mass. We require ∆m < 0.15mavg, which is approximately three times the dijet

mass resolution of 4.5%.

The benchmark signal events are simulated using the MADGRAPH v5 [24] event generator with

the CTEQ6L1 parton distribution functions (PDF) [25], and PYTHIA v6.4.26 [26] parton show-

ering and hadronization. The generated events are further processed through a GEANT4 [27]

simulation of the CMS detector. The assumed width of the simulated coloron resonance is

negligible compared with the experimental resolution. The dominant background arises from

QCD processes resulting in four or more jets. Studies of this background are performed using

a sample of simulated QCD events also generated using MADGRAPH.

For each dijet we define a quantity ∆ as the difference between the scalar sum of the transverse

momenta of the two jets in the dijet and the average pair mass in the event: ∆ = ∑i=1,2(pT)i −
mavg. Figure 1 shows the distribution of ∆ versus mavg for simulated QCD background events

as well as for coloron signal events. Due to the selection requirements, we observe a broad

structure at around mavg = 300 GeV from QCD events [28]. To remove this structure, thus

leaving a smoothly falling dijet mass spectrum, we require ∆ > 25 GeV for each of the two

dijets in the event.

Figure 2 shows the paired dijet mass spectrum in data with all the selection criteria applied.

The observed mass spectrum extends up to 1200 GeV. We obtain a prediction for the QCD

background by fitting the data to a smooth parametrization:

dσ

dmavg

=
P0(1 − mavg/

√
s)P1

(mavg/
√

s)P2+P3 ln(mavg/
√

s)
, (1)

where P0, P1, P2, and P3 are free parameters. This functional form has been used in previous

searches for dijet resonances [4]. The fit to the data and the normalized QCD simulation are

given in Fig. 2 by solid and dashed-dotted curves, respectively. The fit has a χ2
/d.o.f of 0.94

over the full mavg mass range. Although there is an apparent bias toward positive pull values

in the low mass region, such a bias would result in the quoted limits being conservative in this

region.

The signal is modeled by the sum of two separate Gaussian functions: one Gaussian describes

the core and the other the tails, with widths and normalizations determined from a fit to simu-

lated signal events at each assumed mass value. The dijet mass resolution described by the rms

of the core Gaussian is approximately 4.5%, and the fraction of the core Gaussian varies from

85% at 300 GeV to 45% at 1000 GeV. The signal acceptance, listed in Table 1, varies from 0.4%

for a coloron with mass 200 GeV to 12.1% for a coloron with mass 1000 GeV. The acceptance

for the stop signal is larger than that for the coloron signal because the stop production model

includes qq interactions and has a different final state angular distribution.

(+  signal bump)



2012 Sensitivities, Inclusive
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FIG. 5: Results of our untagged search estimates for 20 fb−1 at LHC8, displaying median discovery

significance (left) and exclusion significance (right). The four curves correspond to four data-driven

QCD background estimation methods: shape fit (green), ABCD (purple), asymmetry-sideband

(blue), and single-jet template (red). In the exclusion significance plot, we also indicate the ±1σ

variation expected due to background statistical fluctuations.

method tends to edge out the other three, and that the asymmetry-sideband method offers

a small but consistent improvement over the simple shape fit. (In fact, for exclusion sig-

nificance, the single-jet template method gives results very close to what would be inferred

with a naive S/
√
B analysis with optimized mass windows.) The similarity of the results

is encouraging, and suggests that experimentalists will have many alternative choices for

performing cross-checks of a tentative signal, or as fall-back options if any of these data-

driven methods turns out to be unreliable. From Fig. 5, which shows the untagged analysis,

we see that stops less than about 175 GeV could be discovered, and stops less than about

320 GeV could be excluded. For the b-tagged analysis in Fig. 6, masses below 250 GeV are

discoverable, and exclusion sensitivity extends to nearly 400 GeV. We note that this analysis

was run without re-optimization of our cuts, so it might be possible to construct an even

more sensitive search. It may also be possible to make even further gains by considering a

double-b-tagged search.

Looking ahead, we have also run versions of these analyses on 14 TeV simulations, as-

suming 300 fb−1 luminosity, and for simplicity neglecting pileup. Here, we have used a

summed-jet HT cut of 1600 GeV, which keeps the rate approximately the same as the

900 GeV threshold under 2012 conditions (assuming quadrupled instantaneous luminos-

ity at 14 TeV). The 100 GeV untagged signal remains visible, with statistical significance
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FIG. 6: Results of our b-tagged search estimates for 20 fb−1 at LHC8, displaying median discovery

significance (left) and exclusion significance (right). The four curves correspond to four data-driven

QCD background estimation methods: shape fit (green), ABCD (purple), asymmetry-sideband

(blue), and single-jet template (red). In the exclusion significance plot, we also indicate the ±1σ

variation expected due to background statistical fluctuations.

slightly better than our 2012 estimate, though with approximately 2–3 times smaller S/B.

The discoverable range expands up to about 500 GeV, and masses of 200–300 GeV would

be visible at the 10σ-level. Exclusion should extend up to 650 GeV. This last finding is

comparable to that of the recent Snowmass 2013 report [32], which uses traditional jet re-

construction methods and a highly approximate background estimate. However, that search

assumes 2012-like jet pT cuts, and even then is limited to the mass range above 300 GeV.

By contrast, in our jet substructure version of the search there is practically no low-mass

cutoff on the search range, with masses from 100 GeV to O(TeV) covered by a single analysis

strategy.

IV. CONCLUSIONS

In this paper, we have addressed what has been believed to be one of the most difficult

supersymmetry signatures at hadron colliders, and demonstrated that it may nonetheless be

made highly visible using the tools of jet substructure. Besides serving as a crucial supple-

ment to the LHC’s broad-based program for testing naturalness, this result, if reproducible

in a realistic analysis on actual LHC data, will serve as a benchmark for fully jetty searches.

The implications extend well beyond just RPV supersymmetry. Thus far, multijet searches
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Summary (RPV Stops)

• LHC is sensitive to stop pair-production even when 
the stop is light and promptly decays to jets
– trigger on HT, substructure event reconstruction
– inclusive m~100 GeV signal may be discoverable at 8 TeV

• (similar conclusion at 7 TeV with looser triggers)
– inclusive exclusion up to 300 GeV
– b-tagged MFV exclusion (discovery) ~ 250 (400)
– continues to work at LHC14 (HT ~ 1500), mass reach 

roughly doubles



Qα[stop]  =  [top]α



Why Measure Top Quark Spin?

• Characterize new particle production
– stops (RPC) & other top-partners
– top-antitop resonances

• Scan continuum for new interactions
– broad resonances
– higher-dimension operators                           

(4-quark contact, color-dipoles)

• Test weak decay



Analyzing the Spin...With Jets
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The Optimal Hadronic
Spin Analyzer

θopt
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coordinates as ΩP , we get

1

Γ

d4Γ

dcWheldΩP dφglobal
= ρ (cWhel)

1 + #P · d̂
8π2

. (5)

When we acknowledge that the d-quark the u-quark are fated to become anonymous

jets, we are forced to identify cWhel ↔ −cWhel. The forward-emitted quark in W -frame

will be harder in top-frame and more separated in angle from the b-quark. Similarly, the

backward-emitted quark will be softer and better aligned with the b-quark. We can therefore

strip the light-quarks’ flavor labels d and u, and replace them with “soft” and “hard.”

This relationship between energies and angles will ultimately be slightly scrambled by QCD

showering, but alternative labeling schemes (such as purely geometric ones) will be closely

related to this one, and we do not need to make these distinctions here. The soft-quark and

hard-quark each has some probability of really being the d-quark:

p(d → qsoft) =
ρ (−|cWhel|)

ρ (|cWhel) + ρ (−|cWhel|)

p(d → qhard) =
ρ (|cWhel|)

ρ (|cWhel|) + ρ (−|cWhel|)
. (6)

Denoting the soft-quark direction as q̂soft and the hard-quark direction as q̂hard, the full

differential decay distribution becomes

1

Γ

d4Γ

d|cWhel|dΩP dφglobal
=

(

ρ (|cWhel|) + ρ (−|cWhel|)
)

×

1 + #P ·
[

p(d → qsoft)q̂soft + p(d → qhard)q̂hard
]

8π2
. (7)

We immediately see that all spin sensitivity is aligned with the direction in brackets, which

is just a weighted average of the two quark directions. This is therefore the optimal spin

analyzer direction, and the analyzing power for a given value of |cWhel| is this vector’s length:

#qopt(|cWhel|) ≡ p(d → qsoft)q̂soft + p(d → qhard)q̂hard

κopt(|cWhel|) = |#qopt(|cWhel|)|

&
√

s4Whelm
2
t (m

2
t − 2m2

W ) + (1 + c2Whel)
2m4

W
(

s2Whelm
2
t + (1 + c2Whel)m

2
W

)2 , (8)

in the limit of vanishing b-quark mass, and defining sWhel ≡
√

1− c2Whel.

Fig. 2 shows the analyzing power of this optimal direction, and for some of the other

choices, as a function of |cWhel|. For |cWhel| = 1, there is essentially no ambiguity: the d-

quark is almost never emitted collinear to theW in top-frame due to the approximate absence

of right-handed W -polarization. We therefore recover in that case the full spin analyzing

power of the d-quark. The opposite extreme is |cWhel| = 0, in which case we have no ability

6



Case Study: Boosted Tops

• 2.5 TeV spin-1 octet resonance
– introduce different vector/axial mixtures
– l+jets channel

• pT(top) ~ 1 TeV
• R = 1.2 C/A fat-jets
• HEPTopTagger or JHU top-tagger

– default and modified algorithms

* see also Bhattacherjee, Mandal, Nojiri, 1211.7261 



Default vs Modified (Loose Cuts)
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FIG. 9: Distributions of reconstructed top-jet mass (left) and W boson mass relative to top-jet

mass after b-tagging and top mass window (right). Black is HEPTopTagger, and red is JHU top-

tagger. Solid are our modified algorithms, and dotted are the default algorithms. All simulations

are particle-level.

The first and second steps yield increased efficiency and a tighter top-jet mass peak at mt.

The third (optional) step cures a minor problem with the original tagger, wherein one of

the first-stage branches consists of FSR/ISR and the other branch contains the entire top

decay. This comes at the “price” of introducing mt explicitly into the declustering, in a

manner that is essentially equivalent to what is done in the HEPTopTagger approach.14

The reconstruction rate of events within top and W mass windows further increases by

about 10% when this last step is applied.

We now use the 2.5 TeV tt̄ resonance monte carlo sample to compare four substructure

variations: JHU and HEPTopTagger with/without our modifications. In all cases we treat

the 3-body kinematics as in Sec. IIIA, replacing and in some cases eliminating the original

cuts (such as JHU’s |cWhel| cut and HEPTopTagger’s m23/m123 cut). We focus on particle-

level events with perfect b-tagging. The original JHU tagger is run with δp = 0.05 and

δr = 0.19, and the modified version uses the same δp. In events where the original JHU

tagger yields four subjets, we use a simple recombination prescription to get back three:

keep the recombination that maximizes the velocity of the slowest subjet as viewed in top-

frame. (The exact recombination method is not crucial.) For the HEPTopTagger, we use

14 Yet another approach, which also implicitly requires introducing mt, is to shrink the jet cone as R ∝
mt/pT . This was done in a coarse manner in the original JHU tagger paper, and was explored more

systematically in the Snowmass 2013 study [67].
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FIG. 10: Distributions of cos θopt without polarization (left) and the discrepancy between subjets

and quarks (right). Black is HEPTopTagger, and red is JHU top-tagger. Solid are our modified

algorithms, and dotted are the default algorithms. All simulations are particle-level.

the original parameters in [38].

Fig. 9 shows the reconstructed top-jet mass and W candidate relative-mass under these

different treatments. The improvement in the top-jet mass peak for both algorithms is clear.

Notably, while most of the approaches use mt explicitly and are therefore prone to artificially

“sculpt” a top peak, theW peak almost always comes out well-reconstructed without further

input. The original HEPTopTagger displays a population of events with a relative W mass

near 0, which usually arise when the algorithm accidentally clusters two quarks together

and splits one in half. Our modifications cure this pathology. The final modified algorithms

give very similar distributions, and in particular the core of the top mass peak comes out

nearly identical. However, HEPTopTagger captures more events above and especially below

the peak, leading to a 15% higher total efficiency. These added events include cases with

farily soft wide-angle subjets missed by the JHU δp criterion.

To get a sense for the quality of polarization measurements, we show in Fig. 10 the distri-

bution of cos θopt in the original unpolarized event sample, as well as the absolute difference

between the reconstructed and parton-level values. For a perfectly unbiased measurement,

the rate should be flat over cos θopt. We see that, before modification, the HEPTopTagger

displays a spurious peak at cos θopt ! −1 and a broad tail of misreconstructions, correspond-

ing to the pathological events. After modification, the distribution is much flatter, and the

discrepant tail is removed. After modification, both algorithms show similar resolution on

cos θopt, and similar reconstruction rates for cos θopt > 0. However, JHU loses efficiency at

cos θopt < 0, again where emission against the top’s boost tends to cause objects to become
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Suggested Modifications

• eliminate mass-drop criterion
• consider only hardest 4 subjets
• do not filter, do not recluster

HEP

• eliminate δr parameter
• if 4 subjets, undo smaller-mass 

stage-two declustering
• also consider HEP-like “best 

top” combination of 3 subjets

JHU

Efficiencies and analyzing powers both improve 10~25%
With basic mass-windows, final efficiencies 70~80%



Performance (Modified HEP)
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FIG. 6: Examples of reconstructed polar decay angle distributions for different top-jet spin analyz-

ers: optimal hadronic polarimeter (top left), softer light-quark (top right), b-quark (bottom left),

and lepton from the semileptonic side of the event (bottom right). Red indicates right-handed

chirality, and blue indicates left handed chirality. Solid is our most optimistic reconstruction:

particle-level with b-tags. Dashed is our most pessimistic reconstruction: calorimeter-level with

the W reconstructed kinematically using the binary choice method. The chiralities are normalized

according to their relative global reconstruction efficiencies, and such that they average to unity.

and axial couplings to top: g2V − g2A. To enhance the size of the modulation effect, which

is largest at central production angles in the tt̄ rest frame, we restrict this measurement to
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FIG. 7: Examples of reconstructed summed azimuthal decay angle distributions for different top-

jet spin analyzers paired with the lepton from the semileptonic side of the event: optimal hadronic

polarimeter (top left), softer light-quark (top right), and b-quark (bottom). Red indicates vector

coupling, and blue indicates axial coupling. Solid is our most optimistic reconstruction: particle-

level with b-tags. Dashed is our most pessimistic reconstruction: calorimeter-level with the W

reconstructed kinematically using the binary choice method.

production angles whose cosines are less than 1/2.7 Figs. 6 and 7 illustrate the impact of

the resonance’s coupling structure on a handful of representative distributions for various

7 Similar to the helicity measurements, this could also be more highly optimized by using likelihood-based

observables, in this case that account for the fact that the strength of the correlation depends on the

sines of the analyzer’s polar decay angles and the tt̄ production angle. For the centrally-produced tops,
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Particle-Level Calorimeter-Level

Spin Analyzer b-tag binary W
∑

W b-tag binary W
∑

W

optimal hadronic 0.565 0.471 0.489 0.529 0.400 0.425

soft-quark 0.442 0.430 0.430 0.411 0.385 0.385

b-quark 0.400 0.272 0.345 0.390 0.217 0.319

lepton 0.870 0.834

TABLE II: Effective analyzing powers of the different spin analyzers in the boosted top chirality

discrimination study, using polar decay angles for the polarization-sensitive variables. Different

columns represent different reconstruction assumptions described in the text. The effective leptonic

analyzing power, nominally unity, is shown to illustrate the degrading effects of analysis cuts.

(Absolute monte carlo statistical errors on all numbers are of order 0.002.)

hadronic spin analyzers, as well as for the lepton. Note that in the absence of cuts, the polar

angle distributions in Fig. 6 would be straight lines with slopes proportional to analyzing

powers.

To compare the sensitivities of the different measurements, we can apply the fit uncer-

tainty estimator of Eq. 9. A minor difference arises in the complete analysis, in that the

reconstruction efficiencies for different top chiralities are not equal, with right-handed events

being picked up about 10–15% more often than left-handed. (Much of this effect is due to

the cuts on the leptonic side.) Consequently, an unpolarized distribution would not look

like an equal admixture of normalized right-handed and left-handed distributions. We ac-

count for this by slightly modifying the constructions of the unpolarized distribution and

the polarization-induced deviation used in Eq. 9.8 Numerically, the effect is small, as the

uncertainty calculation effectively only feels these reconstruction biases quadratically. An-

other minor point is that, for the vector versus axial cases, we are not measuring P ∝ gV gA,

but, as mentioned, something proportional to g2V − g2A. To keep a common ground for these

different types of measurements, and also to divide out the overall statistics of the sample,

we always normalize performance to what we would have obtained using perfect spin ana-

lyzers with no reconstruction biases, but with an equavalent final sample size.9 Rather than

we estimate a possible sensitivity increase of 7%.
8 In detail, suppose that we ignore the efficiency issue, simply taking the right-handed and left-handed

distributions as normalized templates, and get µi and ∆µi as before. If we subsequently want to correct

for the overall acceptance asymmetry, A, these should be modified to µi → µi+A∆µi, ∆µi → (1−A2)∆µi.
9 While Eq. 9 folds in full shape information for each polarization-sensitive observable, we note that simple

2-bin asymmetry analyses yield very similar relative performances amongst variables, if somewhat reduced
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Summary (Top Spin)

• An optimal hadronic spin analyzer exists...you should 
use it
– power = 0.64 at parton-level (next-best option 0.5)
– relative improvement can survive reconstruction
– some kind of b-tag is very helpful

• Existing jet substructure methods aren’t necessarily 
optimized to preserve spin information
– small algorithm modifications, looser internal cuts improve total 

efficiency and reduce bias
– keeping (relative) pT cuts low would be ideal



More...
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FIG. 7: The ∆R distributions of subjets within reconstructed fat-jets passing all analysis cuts, for

stops of mass 100 GeV (blue), 200 GeV (purple), 300 GeV (red), and 400 GeV (green). (Small

spikes at ∆R = 0.1 correspond to events where both stop-jets have been declustered down to our

calorimeter model granularity, and would have mavg ∼ 10 GeV.)

vary between 100 GeV and 400 GeV. See, e.g., [77].) To perform flavor tagging, we keep

track of bottom-hadrons and prompt charm-hadrons from the event record, and match them

to the closest subjet within ∆R < 0.2. Each subjet’s “true” flavor is then determined by

the heaviest associated hadron. We apply flat b-tagging efficiencies of 60%, 10%, and 2%

for bottom-flavored, charm-flavored, and unflavored subjets, respectively.

Appendix B: Supplementary Results

This appendix contains three supplementary sets of results: the ∆R distributions of

subjets for signal events, a comparison of our nominal R = 1.5 jet radius to R = 0.8, and

comparisons with the more standard BDRS declustering procedure.

Fig. 7 shows the ∆R distributions of subjets within stop-jets, for events passing our

complete set of analysis cuts. This plot makes it clear that for mt̃ = 100 GeV, a large

fraction of stop decays would comfortably sit inside of a normal-sized LHC jet of R = 0.4

or R = 0.5. It is also notable that, even though we choose a much larger fat-jet radius,

very few stop decays are reconstructed with unphysically-large ∆R. In other words, our

substructure procedures and analysis cuts adaptively find the “correct” ∆R scale for the

signal. For larger stop masses, the separation becomes large enough that an ordinary jet

radius could resolve the decays. But in our treatment this regime is continuously connected
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Performance of “Data-Driven” 
QCD Estimators
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FIG. 4: Relative agreement between different methods of estimating the continuum QCD mavg

spectrum, for untagged (left) and b-tagged (right) analyses. Here, “1” is defined as the prediction

from our Monte Carlo data, smoothed with the exponential of a fifth-degree polynomial. The black

histogram is the original Monte Carlo data, with error bars estimated from the quadrature-sum of

event weights. The four curves correspond to four estimation methods: shape fit applied to the

original MC data (green), ABCD (purple), asymmetry-sideband (blue), and single-jet template

(red).

do not apply smoothing to the single-jet spectrum, which has much higher statistics.) We

show the results of the comparison in Fig. 4, including the original Monte Carlo data with its

statistical errors. For mavg <∼ 300 GeV, the agreement is generally better than 5% (10% with

the smaller-statistics b-tagged sample). At higher masses, more pronounced disagreements

develop, but their significance is likely not large given the growing error bars. This is also

entering the mavg region where the subjets are nearly separated by ∆R = 1.5 and the

spectrum is turning off, in which case we might not be surprised to find more sensitivity

to the different control region cuts used in the estimation procedures. Needless to say, a

higher-statistics simulation would be useful here to better gauge the level of agreement at

both higher and lower masses. Still, given the encouraging agreement over the mass range

in which we will shortly find our best sensitivity, we can proceed with our analyses without

that the latter does indeed furnish a high-probability fit. However, we have explicitly chosen different

functions for smoothing the raw Monte Carlo and for fitting the derived pseudodata, in order to help

prevent spuriously good pseudodata fits.
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* Error bars are MC statistics (effective lumi ~ 20/fb)
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Smaller Fat-Jets?
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FIG. 8: Spectra in mavg for matched QCD passing all cuts, reconstructed with the nominal R = 1.5

fat-jets (black) or with R = 0.8 (blue).

to the scenarios with ∆R < 0.4, with no artificial threshold. Finally, we can see that with

our absolute and relative energy cuts, mt̃ = 300 GeV is about the largest mass that displays

complete containment within R = 1.5 fat-jets. Still, a large fraction of mt̃ = 400 GeV decays

remain contained, a signal which is important for the b-tagged version of the analysis.

In Fig. 8, we compare the QCD continuum’s mavg spectrum with our nominal R = 1.5 to

an identical analysis with R = 0.8. It can be seen that, in the vicinity of mavg = 100 GeV,

the background increases both in absolute rate and in steepness. Essentially, the entire

spectrum has been “squashed” by a factor of 2, since the overall mass scale is set by R×HT .

Performing the same analysis with the mt̃ = 100 GeV signal, the lineshape is practically

unaltered, but the overall acceptance increases by 30%. This is because, with a narrower

fat-jet, there are fewer cases where the declustering picks up a spurious ISR jet. Still, the

gain in S/
√
B is marginal, and comes at a cost of slightly reduced S/B in addition to a more

difficult background shape. Higher stop masses display significantly reduced efficiencies due

to incomplete containment.

Our nominal declustering procedure judges splittings based on the pT ’s of subjet candi-

dates relative to the original fat-jet, and on their individual m/pT ratios. This procedure

is a direct descendant of the BDRS procedure of [41], which uses a somewhat different

set of declustering criteria, and also applies an additional filtering step by reclustering the

subjet constituents. Within the kinematic regime of our analysis, the declustering stage of

BDRS acts almost identically to our procedure without the m/pT requirement.17 With

17 The BDRS mass-drop criterion is mostly redundant here, and the declustering is driven mainly by the
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R = 1.5

R = 0.8

– ~2x steeper background
– 100 GeV signal acceptance up 30%, 

with slightly smaller S/B and slightly 
larger S/√B

– Higher-mass stop acceptances 
radically degrade
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FIG. 9: Stop signal peak reconstructions for mt̃ = 100 GeV (left) and mt̃ = 300 GeV (right), using

our nominal relative-pT declustering (black), full BDRS with filtering (red), and BDRS without

filtering (blue). (No pileup or trimming have been applied.)
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FIG. 10: Matched QCD reconstructions, using our nominal relative-pT declustering (black), full

BDRS with filtering (red), and BDRS without filtering (blue). (No pileup or trimming have been

applied.)

filtering, the two subjets are further refined into three, using the C/A algorithm with

momentum-asymmetry criterion. See [78] for a detailed related study.
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FIG. 10: Matched QCD reconstructions, using our nominal relative-pT declustering (black), full

BDRS with filtering (red), and BDRS without filtering (blue). (No pileup or trimming have been

applied.)

filtering, the two subjets are further refined into three, using the C/A algorithm with

momentum-asymmetry criterion. See [78] for a detailed related study.
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nominal
BDRS filtered
BDRS unfiltered

• Takeaway points
– Traditional filtering is a bad idea (introduces mass scales via 

maximum R=0.3 for subjets)
– Otherwise, the major difference w.r.t. BDRS is that our subjet m/pT 

criterion gives more consistent slope and suppresses the tail
– Unfiltered BDRS mass-asymmetry control region becomes less 

reliable; ABCD still looks okay; shape is trickier with default 
formula; 1j template, not sure...



Matched Vs Unmatched QCD

matched

unmatched

* Both approaches show good agreement with traditional 4j analysis 



Lessons on Signal Showering

matched MG5+PY6

damped Py8
default Py8

default Py8damped Py8

pT(stop1+stop2) pT(stop1) + pT(stop2) + ΣpT(j)
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FIG. 2: Analyzing powers as a function of |cWhel|: black is qopt, red is qsoft, and blue is the b-quark.

Spin Analyzer Power

lepton/down-quark 1.00

neutrino/up-quark -0.34

b-quark or W ∓0.40

soft-quark 0.50

optimal hadronic 0.64

TABLE I: Integrated leading-order analyzing powers of various top quark spin analyzers.

to discriminate, and must simply perform an unweighted average over the two light-quark’s

unit vectors. The resulting direction will be pointing along Ŵ , but with reduced length

determined by the quarks’ opening angle in top-frame. This length is just the W ’s velocity,

βW " 0.64. In fact, the analyzing power turns out to be a fairly flat function of |cWhel|
except near 1, as a Taylor expansion about 0 yields an accidentally small leading quadratic

dependence (with coefficient roughly proportional to 2m2
W (m2

t − 3m2
W )/m4

t " 0.15). Since

ρ(|cWhel|) is also largest around zero, the integrated analyzing power is also quite close to βW ,

smaller in ratio by less than a percent. A list of all standard spin analyzers, now including

this new one, is shown in Table I.3

3 We can also consider what we get if we simply take an unweighted sum of the two quarks’ unit vectors in

top-frame. This direction has an analyzing power that roughly averages those of q̂soft and q̂opt, or about

0.57.
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optimal

b-quark

soft-quark

b

d̄

u

b

d̄

u

⇒
θWhel

FIG. 1: The 3-quark top decay system as viewed in the W rest frame (left), and boosted back into

the top rest frame (right). The W ’s polar decay angle in its rest frame is θWhel, and is defined as

the direction of the down-type quark with respect to −b̂, as indicated in the figure. The cosine

of this angle, cWhel ≡ cos θWhel, is in one-to-one mapping with a rigid body of quark momentum

vectors in top-frame. The Euler angles of this rigid body are the remaining physical degrees of

freedom of the decay, assuming fixed masses, and are fully randomized for unpolarized tops.

II. HADRONIC POLARIMETRY VARIABLES

A. The Optimal Hadronic Spin Analyzer

The decay angle distributions of unpolarized top quarks are fairly simple to understand.

The top quark undergoes an initial decay into bW+ at a random orientation. The W+ then

subsequently decays, and we will assume that this is into a d̄-quark and a u-quark. Here

and throughout, we will not distinguish down from strange, nor up from charm, and we

will default to calling the d̄-quark simply the “d-quark” without an overbar. The azimuthal

orientation of the W decay is also random, but the polar decay angle viewed within the W

rest frame, commonly called its helicity angle, exhibits a bias due to the polarizations of the

W . It is standard to take the “z-axis” of this decay to be the direction pointing opposite to

the b-quark (ẑ ≡ −b̂) in W -frame. We will denote the cosine of this angle cWhel, and take the

convention that positive cWhel means that the d-quark is emitted in the forward hemisphere

and the u-quark in the backward hemisphere. The geometry is illustrated in Fig. 1. The

W ’s polarization causes cWhel to be distributed as

ρ (cWhel) ≡
3

8
fR (1 + cWhel)

2 +
3

4
f0

(

1− c2Whel

)

+
3

8
fL (1− cWhel)

2 , (1)

where fR, f0, and fL are respectively the fractions of right-handed helicity, zero helicity, and

left-handed helicity W bosons in top-frame. In the V − A electroweak theory, fR is nearly

3


