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Motivations

Jet substructure brings to the table:

• Methods to improve resolution for jetty (and soft QCD) signals 
(q/g tagging, pileup reduction, jet grooming, track-based tools)

• Search techniques in unique kinematic regimes

• Strong test of our understanding of perturbative/nonperturbative QCD

As a theorist, substructure is on the verge of coalescing many tools:

• phenomenology for observable design, BSM models

• MC techniques

• fixed order and resummed calculations, general QCD phenomenology

• experimentally relevant observables
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Motivations

Excellent success in Run 1

• Substructure started at basically zero in 2008

• Great set of results: top, W tagging, BSM searches, q/g tagging, pileup 
suppression, novel observables

• Amazing turnaround from proposed techniques to 
study and validation in experiments

• Strong synergy of theoretical and experimental methods

Lots of promise and challenges for Run 2:

• Boosted regime opens up significantly, higher rates

• Tests the detector resolution 
(example: 1 TeV W/Z has an average opening angle of ~0.2)

• Boosted Higgs studies, models with boosted topologies

• With great luminosity comes great responsibility
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Further details - algorithms  using subjet b-tagging
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• Subjets found by CMS 
top tagger

• Subjet b-tagging offers 
powerful tagging 
performance 

• Combing the CMS Top 
Tagger and subjet b-
tagging = very good 
performance

• Adding N-subjettiness 
adds some additional 
power

Introduction → Jet Charge → Jet Pull→ Conclusion Overview → Thresholds → Optimal κ → Boosts

Jet Charge in ATLAS

Detailed performance study on boson/quark charge tagging, detector resolution effects, and

data/MC was prepared for BOOST2013: see ATLAS-CONF-2013-086. Some highlights:
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Many more results and discussion in the conference note.
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CMS Top Jet:  EXO-11-006
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Figure 13: Boosted top sample (left) and corresponding QCD background (right) from the

BOOST 2010 event samples [14]. For ordinary tree trimming, we identify jets anti-kT jets with

R = 1.0 and pT cut = 200 GeV, and then applying trimming with Rsub = 0.3 and fcut = 0.05.

For shape trimming, we apply event-wide trimming using the same Rsub and fcut parameter

before clustering with anti-kT . In both cases, we plot the masses of the two hardest jets per

event.

pT cut = 200 GeV and trim with Rsub = 0.3 and fcut = 0.05. For shape trimming, we use

the same set of parameters to trim the entire event according to weights from Eq. (4.6), and

then build anti-kT jets with R = 1.0 and pT cut = 200 GeV. We see that the behavior of both

trimming methods is very similar, and that both methods emphasize the boosted top mass

peak while suppressing the high-mass QCD background. Jet shape trimming is not shown in

Fig. 13 as it performs very similarly to event shape trimming.

One important application for trimming is pileup mitigation [55, 56]. To study its ef-

fectiveness, we take our sample of Z(→ νν) + j events from Sec. 2 and overlay NPV soft

QCD events generated with Pythia 8.157 [41].15 We consider three options: ordinary tree

trimming, shape trimming applied to the individual jets (jet shape trimming), and shape

trimming applied to the entire event (event shape trimming). Fig. 14 shows the average of

the hardest jet mass as a function of NPV, where the jets are built using anti-kT with R = 1.0

and pT cut = 500 GeV. Taking Rsub = 0.3 in all cases, we find a comparable degree of stability

against pileup for tree trimming with fcut = 0.05 (as was done in Ref. [56]), jet shape trim-

ming with fcut = 0.07, and event shape trimming with fcut = 0.07. Note that event shape

trimming has the largest variation with NPV, as expected since pT i,R is typically lower than

pT jet, and therefore does not groom as aggressively. Part of the reason we need a different

fcut value for tree trimming versus shape trimming is that the effective subjet areas of the

two methods are different.
15
Here, the minimum pT for the hard process at generator level has been reset to ppartonTcut = 350 GeV.
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FIG. 4: Distribution of the pull angle (for the b jet) with
∆ybb̄ = 1 and ∆φbb̄ = 2, for signal and background, showered
105 times with different Monte Carlos.

and to define the center the jet. These are all basically
the same, but we have found that the most effective com-
bination is a pT -weighted vector, which we call pull, de-
fined by

!t =
∑

i∈jet

piT |ri|
pjet
T

!ri . (1)

Here, !ri = (∆yi,∆φi) = !ci − !J , where !J = (yJ ,φJ ) is
the location of the jet and !ci is the position of a cell or
particle with transverse momentum piT . Note that we
use rapidity yJ for the jet instead of pseudorapidity (ηJ );
because the jet is massive this makes !ri boost invariant
and a better discriminant (rapidity and pseudorapidity
are equivalent for the effectively massless cells/particles,
!ci). The centroid (Eq. (1) without the |ri| factor) is usu-
ally almost identical to !J , the location of the jet four-
vector in the E-scheme (the sum of four-momenta of the
jet constituents).

An important feature of the pull vector !t is that it
is infrared safe. If a very soft particle is added to the
jet, it has negligible pT , and therefore a negligible effect
on !t. Moreover, since pull is linear in pT , if a particle
splits into two collinear particles at the same !r, the pull
vector is also unchanged. This property guarantees that
pull should be fairly insensitive to fine details of the im-
plementation, such as the spatial granularity or energy
resolution of the calorimeters.

The event-by-event distribution of the pull for the left
b jet from Figure 2 is shown in Figure 3 in polar co-
ordinates, !t = (|!t| cos θt, |!t| sin θt), where θt = 0 points
towards the right-going beam, θt = ±π points towards
the left-going beam, and θt ≈ 0.7 toward the other b jet.
This figure shows density plots of the !t distributions on
an event-by-event basis for the signal and background
cases for this particular fixed parton-level phase space
point. For this figure, we use as input the four-momenta
of all long-lived observable particles. If instead, we use
the hadronic energy in 0.1 × 0.1 cells treated as mass-
less four-vectors, the distribution of pull vectors is nearly
identical.
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FIG. 5: Pull angles in the b or b̄ jet in HZ → Zbb̄ signal
events and their Z+bb̄ backgrounds. For each event, ∆θt = 0
is defined to point toward the other b jet. 3× 105 events are
shown.

We can see that most of the discriminating informa-
tion is in the pull angle, θt, rather than the magni-
tude |!t|. This leads to Figure 4, which shows the dis-
tribution of the pull angle for the signal and the back-
ground in this particular kinematic configuration. This
figure also shows that the pull vector is not particularly
sensitive to the Monte Carlo program used to generate
the sample; the pull angle distributions for herwig++

2.4.2 [9], pythia 8.130 [15], and pythia 6.420 with the
pT -ordered shower [7] are all quite similar.

The previous three figures all have the parton momen-
tum fixed. Similar distributions result from other phase
space points. We fixed the parton momentum to show
the usefulness of pull in situations which would be indis-
tinguishable using the jet four-momenta alone. This ex-
ercise controls for correlations between pull and matrix-
element-level kinematic discriminants. Also, note that
there is another possible color-flow for the background
events, where the left-going jet is color-connected to the
right-going beam. Then, the most-likely pull angle would
be more similar to the signal. Fortunately, this only oc-
curs about 10% of the time for the dominant background.

The next step is to see if pull is useful given the
full distribution of signal and background events at the
LHC. The pull angle for the full ZH → Zbb̄ signal and
Zbb̄ backgrounds still presents a strong discriminant, as
can be seen in Figure 5. Here, we have performed a
full simulation with madgraph 4.4.26 [14] and pythia

8.130 [15], including underlying event and hadronization.
We choose a parton-level cut of pT > 15 GeV for the
b quarks, find the jets with the anti-kT algorithm with
R = 0.7, require the reconstructed mass to be within a
20 GeV window around the Higgs mass (120 GeV), and
construct the pull angle on the radiation within each jet.

Next, let us consider some other possibilities. It is nat-
ural to look at higher moments, such as those contained
in the covariance tensor

C =
∑

i∈jet

piT |ri|
pjet
T

(

∆y2i ∆yi∆φi

∆φi ∆yi ∆φ2
i

)

. (2)
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FIG. 4: Distribution of the pull angle (for the b jet) with
∆ybb̄ = 1 and ∆φbb̄ = 2, for signal and background, showered
105 times with different Monte Carlos.

and to define the center the jet. These are all basically
the same, but we have found that the most effective com-
bination is a pT -weighted vector, which we call pull, de-
fined by

!t =
∑

i∈jet

piT |ri|
pjet
T

!ri . (1)

Here, !ri = (∆yi,∆φi) = !ci − !J , where !J = (yJ ,φJ ) is
the location of the jet and !ci is the position of a cell or
particle with transverse momentum piT . Note that we
use rapidity yJ for the jet instead of pseudorapidity (ηJ );
because the jet is massive this makes !ri boost invariant
and a better discriminant (rapidity and pseudorapidity
are equivalent for the effectively massless cells/particles,
!ci). The centroid (Eq. (1) without the |ri| factor) is usu-
ally almost identical to !J , the location of the jet four-
vector in the E-scheme (the sum of four-momenta of the
jet constituents).

An important feature of the pull vector !t is that it
is infrared safe. If a very soft particle is added to the
jet, it has negligible pT , and therefore a negligible effect
on !t. Moreover, since pull is linear in pT , if a particle
splits into two collinear particles at the same !r, the pull
vector is also unchanged. This property guarantees that
pull should be fairly insensitive to fine details of the im-
plementation, such as the spatial granularity or energy
resolution of the calorimeters.

The event-by-event distribution of the pull for the left
b jet from Figure 2 is shown in Figure 3 in polar co-
ordinates, !t = (|!t| cos θt, |!t| sin θt), where θt = 0 points
towards the right-going beam, θt = ±π points towards
the left-going beam, and θt ≈ 0.7 toward the other b jet.
This figure shows density plots of the !t distributions on
an event-by-event basis for the signal and background
cases for this particular fixed parton-level phase space
point. For this figure, we use as input the four-momenta
of all long-lived observable particles. If instead, we use
the hadronic energy in 0.1 × 0.1 cells treated as mass-
less four-vectors, the distribution of pull vectors is nearly
identical.
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FIG. 5: Pull angles in the b or b̄ jet in HZ → Zbb̄ signal
events and their Z+bb̄ backgrounds. For each event, ∆θt = 0
is defined to point toward the other b jet. 3× 105 events are
shown.

We can see that most of the discriminating informa-
tion is in the pull angle, θt, rather than the magni-
tude |!t|. This leads to Figure 4, which shows the dis-
tribution of the pull angle for the signal and the back-
ground in this particular kinematic configuration. This
figure also shows that the pull vector is not particularly
sensitive to the Monte Carlo program used to generate
the sample; the pull angle distributions for herwig++

2.4.2 [9], pythia 8.130 [15], and pythia 6.420 with the
pT -ordered shower [7] are all quite similar.

The previous three figures all have the parton momen-
tum fixed. Similar distributions result from other phase
space points. We fixed the parton momentum to show
the usefulness of pull in situations which would be indis-
tinguishable using the jet four-momenta alone. This ex-
ercise controls for correlations between pull and matrix-
element-level kinematic discriminants. Also, note that
there is another possible color-flow for the background
events, where the left-going jet is color-connected to the
right-going beam. Then, the most-likely pull angle would
be more similar to the signal. Fortunately, this only oc-
curs about 10% of the time for the dominant background.

The next step is to see if pull is useful given the
full distribution of signal and background events at the
LHC. The pull angle for the full ZH → Zbb̄ signal and
Zbb̄ backgrounds still presents a strong discriminant, as
can be seen in Figure 5. Here, we have performed a
full simulation with madgraph 4.4.26 [14] and pythia

8.130 [15], including underlying event and hadronization.
We choose a parton-level cut of pT > 15 GeV for the
b quarks, find the jets with the anti-kT algorithm with
R = 0.7, require the reconstructed mass to be within a
20 GeV window around the Higgs mass (120 GeV), and
construct the pull angle on the radiation within each jet.

Next, let us consider some other possibilities. It is nat-
ural to look at higher moments, such as those contained
in the covariance tensor

C =
∑

i∈jet

piT |ri|
pjet
T

(

∆y2i ∆yi∆φi

∆φi ∆yi ∆φ2
i

)

. (2)
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Further details - algorithms  using subjet b-tagging
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• Subjets found by CMS 
top tagger

• Subjet b-tagging offers 
powerful tagging 
performance 

• Combing the CMS Top 
Tagger and subjet b-
tagging = very good 
performance

• Adding N-subjettiness 
adds some additional 
power
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Jet Charge in ATLAS

Detailed performance study on boson/quark charge tagging, detector resolution effects, and

data/MC was prepared for BOOST2013: see ATLAS-CONF-2013-086. Some highlights:
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Figure 13: Boosted top sample (left) and corresponding QCD background (right) from the

BOOST 2010 event samples [14]. For ordinary tree trimming, we identify jets anti-kT jets with

R = 1.0 and pT cut = 200 GeV, and then applying trimming with Rsub = 0.3 and fcut = 0.05.

For shape trimming, we apply event-wide trimming using the same Rsub and fcut parameter

before clustering with anti-kT . In both cases, we plot the masses of the two hardest jets per

event.

pT cut = 200 GeV and trim with Rsub = 0.3 and fcut = 0.05. For shape trimming, we use

the same set of parameters to trim the entire event according to weights from Eq. (4.6), and

then build anti-kT jets with R = 1.0 and pT cut = 200 GeV. We see that the behavior of both

trimming methods is very similar, and that both methods emphasize the boosted top mass

peak while suppressing the high-mass QCD background. Jet shape trimming is not shown in

Fig. 13 as it performs very similarly to event shape trimming.

One important application for trimming is pileup mitigation [55, 56]. To study its ef-

fectiveness, we take our sample of Z(→ νν) + j events from Sec. 2 and overlay NPV soft

QCD events generated with Pythia 8.157 [41].15 We consider three options: ordinary tree

trimming, shape trimming applied to the individual jets (jet shape trimming), and shape

trimming applied to the entire event (event shape trimming). Fig. 14 shows the average of

the hardest jet mass as a function of NPV, where the jets are built using anti-kT with R = 1.0

and pT cut = 500 GeV. Taking Rsub = 0.3 in all cases, we find a comparable degree of stability

against pileup for tree trimming with fcut = 0.05 (as was done in Ref. [56]), jet shape trim-

ming with fcut = 0.07, and event shape trimming with fcut = 0.07. Note that event shape

trimming has the largest variation with NPV, as expected since pT i,R is typically lower than

pT jet, and therefore does not groom as aggressively. Part of the reason we need a different

fcut value for tree trimming versus shape trimming is that the effective subjet areas of the

two methods are different.
15
Here, the minimum pT for the hard process at generator level has been reset to ppartonTcut = 350 GeV.
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of view, but I hope to give an accurate snapshot of the field

I will point out problems where our understanding does not 
match data, rather than areas with poor performance

1310.7584
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Some Discrepancies in the Gluons

! Observe discrepancy in dijet control sample!

" With high gluon fraction
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Quarks vs. Gluons: Use

quark/gluon tag is useful discriminant for BSM 
searches

• SUSY is quark enriched over SM

• Higgs signals have strong q/g dominance

• gg → H → WW vs. WW (quark initiated)

• VH (q initiated) vs. Z+jets gluon enriched

• VBF (q jets) vs. ttbar (gluon initiated)

• Important to discriminate by color topology 
in dijet searches

Robust test of MC/data comparison, interesting 
QCD problem across many scales

7

Francesco Pandolfi Boston Jet Physics Workshop, 21.01.14

It’s Not Just ‘Jets’

! Most physics analyses flavour specific  

! eg. signal is quarks, background is gluons"

! Quarks and gluons have di!erent hadronization 

! Gluon jets: higher multiplicities, wider, more uniform energy fragmentation

!5
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Quarks vs. Gluons: Handles

Handles:

• Radiation - gluons shower more

• Color connections - gluons color connected to two sources

• Track based observables (e.g. charge multiplicity)

• all require good MC modeling of shower/hadronization/color flow

• Kinematics - q/g enrichment in different event topologies, kinematics

8



Quarks vs. Gluons: Results

9

observables used (CMS study) 
break down into 3 categories:

Francesco Pandolfi Boston Jet Physics Workshop, 21.01.14

MULTIPLICITY VARIABLES 

• Charged Multiplicity 

• Neutral Multiplicity 

• Total Multiplicity 

WIDTH VARIABLES 

• RMS of PFCandidate !-" spread (#) 

• Major axis of !-" matrix (#1) 

• Minor axis of !-" matrix (#2) 

ENERGY SHARING VARIABLES 

• Pull  

• R 

• pTD
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• Neutral Multiplicity 
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• RMS of PFCandidate !-" spread (#) 

• Major axis of !-" matrix (#1) 

• Minor axis of !-" matrix (#2) 

ENERGY SHARING VARIABLES 

• Pull  

• R 

• pTD

Three Variables for the Discriminator
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It’s Not Just ‘Jets’

! Most physics analyses flavour specific  

! eg. signal is quarks, background is gluons"

! Quarks and gluons have di!erent hadronization 

! Gluon jets: higher multiplicities, wider, more uniform energy fragmentation
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Quark jets: Gluon jets:

• multiplicity (radiation, track based observables)

• width (color connections, radiation)

• energy sharing variables (color connections, 
kinematics)

kinematic selections may be used to obtain 
samples of (relatively) high purity q/g samples

challenge: this will bias the observables 
compared to full data sets

1104.1175, 1106.3076, 1305.0007

some theory papers:



Quarks vs. Gluons: Troubling Disagreements
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Nature Lies Between Pythia6 and Herwig++
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Some Discrepancies in the Gluons

! Observe discrepancy in dijet control sample!

" With high gluon fraction
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It’s Not Just ‘Jets’

! Most physics analyses flavour specific  

! eg. signal is quarks, background is gluons"

! Quarks and gluons have di!erent hadronization 

! Gluon jets: higher multiplicities, wider, more uniform energy fragmentation
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Quark jets: Gluon jets:

discrepancy in gluon 
enriched dijet sample

noticeable difference between data/MC, MC/MC

needs innovate approaches from theorists:

what precisely is driving the disagreement, and do we have any tools to 
address it (for MCs and also for QCD)? can we do better?
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Track-based grooming of large-R jets
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Jet Grooming

jets are messy, and the environment is messy

• resolution in substructure degraded by soft, 
uncorrelated radiation
(pileup, underlying event, jet algorithm effects, 
soft radiation)

• original grooming tools (mass-drop filter, pruning, 
trimming) 
designed to reduce sensitivity to this radiation

grooming tools used throughout substructure

• as part of more complex algorithms

• for pileup reductions

• analytic studies of grooming give refined 
techniques 12)
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Figure 18. Evolution of the mean uncalibrated jet mass, �mjet�, for jets in the central region
|η| < 0.8 as a function of the reconstructed vertex multiplicity, NPV for jets in the range 200 GeV ≤
pjetT < 300 GeV (left) and for leading-pjetT jets (�mjet

1 �) in the range 600 GeV ≤ pjetT < 800 GeV
(right). (a)-(b) show trimmed anti-kt jets with R = 1.0, (c)-(d) show pruned anti-kt jets with
R = 1.0, and (e)-(f) show mass-drop filtered C/A jets with R = 1.2. The error bars indicate the
statistical uncertainty on the mean value in each bin.– 32 –
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“Type 2” partially merged tops

47

• Semileptonic selection

• Pruned jet mass peaks at W 
mass

- W mass measured from fit 

- Used to measure the subjet 
energy scale

Top 
mass

CMS JME-13-007
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Jet Grooming: Algorithms

13

0802.2470

0903.5081
0912.0033

0912.1342

decluster to a 
subjet radius

keep 3
hardest

filtering

recluster to a 
subjet radius

trimming

keep subjets 
passing a pT cut

recluster jet

pruning

veto particles in alg. 
if sufficiently 

soft + wide angle

defines 
pruned jet



Analytic Properties of Jet Grooming

nice study of jet grooming’s analytic properties

• fixed order, resummed results for jet mass

• nontrivial parameter dependence

• notable differences from ungroomed jets 
(single log vs. double log resummation in some regimes)

• leads to mMDT, a modified mass drop tagger with better analytic properties
14
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Figure 1. The distribution of ρ = m2/(p2tR
2) for tagged jets, with three taggers/groomers: trim-

ming, pruning and the mass-drop tagger (MDT). The results have been obtained from Monte Carlo
simulation with Pythia 6.425 [17] in the DW tune [38] (virtuality-ordered shower), with a minimum
pt cut in the generation of 3TeV, for 14TeV pp collisions, at parton level, including initial and
final-state showering, but without the underlying event (multiple interactions). The left-hand plot
shows qq → qq scattering, the right-hand plot gg → gg scattering. In all cases, the taggers have
been applied to the two leading Cambridge/Aachen [39, 40] jets (R = 1.0). The parameters chosen
for mass-drop (ycut = 0.09, µ = 0.67), pruning (zcut = 0.1, Rfact = 0.5) and trimming (zcut = 0.05,
Rsub = 0.3) all correspond to widely-used choices.

observation is that all three methods are identical to the plain jet mass for ρ ! 0.1. At that

point, pruning and MDT have a kink, and in the quark-jet case exhibit a flat distribution

below the kink. Trimming has a kink at a lower mass value, and also then becomes flat.

For gluon jets, the kinks appear in the same location, but below the kink there is no flat

region. Pruning and trimming then each have an additional transition point, at somewhat

smaller ρ values, below which they develop peaks that are reminiscent (but at lower ρ) of

that of the plain jet mass. Knowing about such features can be crucial, for example in data-

driven background estimates, where there is often an implicit assumption of smoothness of

background shapes. In this context one observes that for the upper-range of pt’s that the

LHC will eventually cover, pt ! 3TeV, the lower transition points of pruning and trimming

occur precisely in the region of electroweak-scale masses.1

To our knowledge the similarities and differences observed in Fig. 1 have not been sys-

tematically commented on before, let alone understood. Questions that one can ask include:

why do the taggers/groomers have these characteristic shapes for the mass distributions?

1At this point, a question arises of whether the LHC experiments are able to accurately measure EW-

scale masses for TeV-scale jets. Challenges can arise, for example in terms of the angular resolution of the

hadronic calorimeter, which may be relevant with current experimental reconstruction methods. Work in

Ref. [41], however, suggests that with full use of information from tracking and electromagnetic calorimetry,

which have higher angular resolution, good mass resolution for multi-TeV scale jets may well be possible.

– 3 –

All-order results

All-order calculation done in the small-zcut limit
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• Full Pruning: single-log region for zcut2 <ρ<zcut
• We control αsn L2n and αsn L2n-1 in the expansion 
• NG logs present but deferred to NNLO



Jet Cleansing

algorithm:

• cluster jet into subjets

• rescale subjet-by-subjet

• reassemble jet

15

(A) JVF Cleansing

� Estimate scaling by ratio

λsub =
charged pT from LV

all charged pT
� Using track or particle quantities

λsub =
pC,LVT

pC,LVT + pC,PUT
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(B) Linear Cleansing

� Estimate scaling by ratio

λsub =
pT from LV

pT from LV + pT from PU
=

pC,LVT /γ1

pC,LVT /γ1 + pC,PUT /γ0
� Reduces to

λsub = 1−
pC,PUT

γ0pT
� Estimate charged-to-all ratio in pileup γ0 = constant.
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(C) Gaussian Cleansing

� Estimate scaling by ratio

λsub = 1−
pC,PUT

γ0pT
� Find γ0,γ1 by maximizing a Gaussian.

P(γ0, γ1) ∝ exp



−1

2

�

i=0,1

�
γi − γi
σi

�2




Dijet mass [GeV]
300 400 500 600 700

C
ro

ss
-s

ec
tio

n 
[a

.u
.]

0
0.02
0.04
0.06
0.08

0.1
0.12
0.14
0.16
0.18

0.2
No pileup
Gauss. cleansing

 = 20!PUN"
98.9% correlated

Dijet mass [GeV]
300 400 500 600 700

C
ro

ss
-s

ec
tio

n 
[a

.u
.]

0
0.02
0.04
0.06
0.08

0.1
0.12
0.14
0.16
0.18

No pileup
Gauss. cleansing

 = 140!PUN"
98.7% correlated

Matthew Low (UChicago) Jet Cleansing January 21, 2014 13 / 17

JVF 
cleansing

linear 
cleansing

Gaussian 
cleansing

Jet Cleansing: Pileup Removal at High Luminosity

David Krohn∗ and Matthew D. Schwartz†

Department of Physics, Harvard University, Cambridge MA, 02138

Matthew Low‡ and Lian-Tao Wang§

Kavli Institute for Cosmological Physics and Enrico Fermi Institute, University of Chicago, Chicago, IL 60637

(Dated: September 20, 2013)

One of the greatest impediments to extracting useful information from high luminosity hadron-

collider data is radiation from secondary collisions (i.e. pileup) which can overlap with that of the

primary interaction. In this paper we introduce a simple jet-substructure technique termed cleans-

ing which can consistently correct for large amounts of pileup in an observable independent way.

Cleansing works at the subjet level, combining tracker and calorimeter-based data to reconstruct

the pileup-free primary interaction. The technique can be used on its own, with various degrees

of sophistication, or in concert with jet grooming. We apply cleansing to both kinematic and jet

shape reconstruction, finding in all cases a marked improvement over previous methods both in the

correlation of the cleansed data with uncontaminated results and in measures like S/
√
B. Cleansing

should improve the sensitivity of new-physics searches at high luminosity and could also aid in the

comparison of precision QCD calculations to collider data.

Many interesting signatures both in the Standard
Model and beyond are seen at the LHC in hadronic fi-
nal states. This has motivated recent theoretical work
in jet substructure, e.g. [1–21], much of which has seen
quick adoption in the experimental community (for an
overview of the field see [22–25]). One outstanding prob-
lem is pileup (PU), defined as overlapping secondary col-
lisions on top of the primary interaction. As a rough
rule-of-thumb, each pileup vertex contributes around 600
MeV of energy per unit rapidity per unit azimuth [26–
28] (in contrast, the underlying event contributes around
2-3 GeV of energy density.) Thus, for NPU ∼ 100, levels
which will soon be regularly encountered at the LHC, an
R = 1 jet might suffer 200 GeV of contamination!

There are already a number of very effective tools for
pileup removal. The trackers at both the ATLAS and
CMS experiments can determine with excellent accuracy
whether a charged particle harder than around 500 MeV
came from the leading vertex or a pileup vertex. Thus,
most of the charged hadrons from pileup can be simply
discarded – a method called charged hadron subtraction
(CHS) which is used by CMS. An alternative, popular in
the ATLAS collaboration, is to use the Jet Vertex Frac-
tion (JVF) – defined as the fraction of track energy com-
ing from the leading vertex. Cutting on the JVF can
effectively remove pileup jets.

Over the last few years, these solutions have been bol-
stered by new ideas coming from jet substructure. These
fall into roughly two classes: (1) Jet area subtraction [29]
estimates the amount of pileup in a particular jet from
the pileup density ρ outside of the jet, on an event-by-
event basis. Subtracting off ρ × area from the jet en-
ergy successful restores distributions of kinematic observ-
ables to close to their uncontaminated state. Through
a clever modification called shape subtraction this tech-
nique can also be applied to more general jet shapes [30].
(2) Jet grooming techniques (i.e. filtering [31], prun-
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FIG. 1. Dijet mass and jet mass distributions for various

methods with 20 and 140 pileup vertices. Results shown are

without grooming, groomed results can be seen in Table I.

ing [32, 33], and trimming [34]) attempt to identify in-
dividual pileup emissions within jets and remove them
dynamically. Methods from both classes, as well as com-
binations of methods, have already proven effective in 7
and 8 TeV LHC data.
Despite the success of these varied techniques, pileup

is not a solved problem. None of the above methods is
powerful enough to fully alleviate pileup’s effects once
NPU � O(100+). This can be seen by comparing the
top and bottom panels of Fig. 1. While with moderate
pileup most methods work well, at higher levels their per-
formance deteriorates. The deterioration can also be seen
in the 2D distribution of an observable with no pileup (us-
ing truth information) and the observable after pileup is
added and then subtracted/groomed. Such distributions
are shown in Fig. 2. In addition, the assumption made by
subtraction, that pileup is uniformly distributed over an
event is inherently more reasonable for kinematic observ-
ables (e.g. jet pT ) than for jet shape observables (e.g. jet
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• comparing corrJVF-based grooming  
with jet cleansing (arXiv:1309.4777)  
[see dedicated talk by Matthew Low]!
• linear jet cleansing"
• JVF jet cleansing

jet cleansing aims to approximate the subjet p from 
the HS PV:"
• JVF cleansing: !

• scale 4-momentum by JVF"
• linear cleansing: "

• scale subjet 4-momentum based on the 
assumption that pTcharged / pTtotal from pileup  
is 0.55  

• In 2012 pileup conditions, performance (in terms of mass resolution) of track-based procedures are 
similar to a calorimeter-only based fcut = 5%. 

ATL-PHYS-PUB-2014-001

lin. cleansing

JVF cleansing

fcut = 5%
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Further details - algorithms  using subjet b-tagging
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Top Tagging: Overview

boosted tops a signature in different new physics scenarios

many handles for substructure, wide kinematic ranges

• hard kinematics of W, top

• shape variables for color flow, charge

• high ttbar rate to validate

17
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Introduction

• Top tagging - technique to identify merged 
hadronically decaying boosted top jets 

- CMS JME-13-007 NEW!

• Tagging algorithms are compared in 
simulation

• Algorithm performance is measured in data
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Top Tagging: Tools

many different types of tools:

• subjet counting, reconstruction tools: JHU, HEP, ATLAS, CMS taggers

• shape variables: Y-splitter, N-subjettiness, angular structure function

• jet grooming may be used alone or in concert with shape tools

18

1006.28330806.0848,

CMS-JME-2013-007ATL-PHYS-PUB-2010-008,

1201.26881011.2268, 1108.2701ATL-PHYS-CONF-2008-008,

Jet Substructure at the Tevatron and LHC 35

(a) all pT , optimised (b) pT 500–600 GeV, optimised

(c) all pT (d) pT 500–600 GeV

Figure 15. Mis-tag vs. efficiency for several top tagging methods, as tested
on herwig++ tt̄ and dijet samples. For Figures (a) and (b), the input
parameters are optimised for each efficiency point. The input parameters for
the unoptimised scans are taken from the 35% efficiency point in Figure (b).

performance. This simulation has yet to be extensively studied, so the results presented

here should be considered preliminary and interpreted with caution.

The detector simulation code is available at the author’s website,

http://atlas.physics.arizona.edu/~loch, and is also provided with SpartyJet as

the RadialSmearingTool tool. You can use it in a SpartyJet analysis via:

builder = SJ.JetBuilder()

builder.add_jetTool_input(SJ.RadialSmearingTool())

<add analyses and run...>

Comparing Figures 14–16 with 17 we can see that including realistic detector

14 M. Karagoz, G. P. Salam, M. Spannowsky, M. Vos (editors): Boosted objects: a probe of BSM physics
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(d) 500–600 GeV

Fig. 3. Mistag rate versus efficiency after optimisation for the studied top-taggers in linear scale (a) and logarithmic scale (b).
Tag rates were computed averaging over all pT subsamples (a,b) and for the subsample containing jet with pT range 300–400
GeV (c) and 500–600 GeV (d)

of the hadronic W boson decay. Running the optimisa-
tion procedure in this pT region would hardly result in a
top-tagger but possibly rather a “W -tagger”. Therefore,
we impose an additional cut on the anti-kT jet mass of
mjet > 120 GeV for all top-taggers. This implies a maxi-
mum overall tagging efficiency of 75%.

Curves with the optimal mistag rate versus signal effi-
ciency are shown in Fig. 3. The optimisation was repeated
on the pT subsamples and can be compared to the overall
optimisation applied on the subsample to evaluate the po-
tential benefit of using pT -dependent cut values. Curves
for the 300 < pT < 400 GeV (c) and 500 < pT < 600 GeV
(d) subsamples are also shown.

While these curves can be used to compare the overall
performance of the top-tagging algorithms, they do not
reflect the pT -dependence of the tag rate. We expect that,
at least initially, the experiments are likely to choose a
single set of parameters across the whole pT range in
order to keep their analyses of these new tools as simple
as possible. It is therefore instructive to look at the tag
rate as function of jet pT for specific working points. We

chose two working points defined by their overall signal
efficiency of 20% and 50%.

Firstly, we investigated the performance of two taggers
that do not incorporate any grooming procedures. The
first one is referred to as the ATLAS tagger [38,29,26],
the second one as the Thaler/Wang (T/W) tagger [36].
Both of them exploit the inherent hierarchical nature of
the kT jet algorithm by reclustering the initial jet’s con-
stituents. The final and penultimate stages of this process
correspond on average to the merging of the top quark
decay products and hence jet substructure can be probed
via the first few kT splitting scales.

The ATLAS tagger18 relies on mjet, mW
19 and a vari-

ant of the first three splitting scales that gives dimension-

18 The ATLAS studies of the variables used in this tagger
only became public after BOOST2010 [38].
19 The W boson mass is defined as the lowest pairwise mass
among the three subjets obtained by undoing the two last
stages of the kT clustering.

Boost 2010: 1012.5412 Boost 2011: 1201.0008



Top Tagging: Tools II
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• Based on JHU Top Tagger (Kaplan et al., 
Phys.Rev.Lett. 101 (2008) 142001)

• Cluster a jet using a sequential recombination 
algorithm (CA R=0.8)

• Decluster in two stages in order to find up to 4 
subjets

• Subjets must satisfy two requirements

- Momentum fraction criterion:  pT
subjet > 0.05!pT

jet 

- Adjacency criterion:  ΔR(C1, C2) > 0.4 - 0.0004!pT(C) 

• Iterative process - throw out subjets that fail 
momentum fraction cut and try to decluster again

• Tag top jets with selections on the CA8 jet mass, 
number of subjets, and minimum pairwise subjet 
mass (   mmin = min[m12,m13,m23]  )

10
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Top Tagging: Tools III
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HEP Top Tagger details

12

James Dolen

Mass drop 
decomposition

Step 1:

James Dolen 18

Repeat reclustering and filtering procedure for all combinations of 3 
mass drop subjets

Step 5:

James Dolen

Loop over all 
combinations of 

3 mass drop 
subjets

Step 2:

James Dolen 16

!Rmin

Recluster with 
Rfilt=min(0.3,!Rmin/2) 

Step 3:

James Dolen 17

Filtering: keep only 
the 5 leading 

subjets

Step 4:

James Dolen 19
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with filtered mass 
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subjets
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James Dolen JetMET Algorithms and Reconstruction Meeting - Jan 17, 2013 1
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τ3/τ2 ∼






O(1) for < 3 subjets [τ3 � 1 , τ2 � 1]

� 1 for 3 subjets [τ3 � 1 , τ2 ∼ 1]

O(1) for > 3 subjets [τ3 ∼ 1 , τ2 ∼ 1]

ratio of N-subjettinesses is an effective counter 
for the number of subjets (3 for tops)

N -subjettiness measured with respect to generic subjet axes:

τ̃ (β)N =
1

d0

∑

i

pT,imin
{

(∆R1,i)
β , (∆R2,i)

β , . . . , (∆RN,i)
β
}

. (2.1)

Here, i runs over the constituent particles in a given jet, pT,i are their transverse momenta,

and ∆RJ,i =
√

(∆yJ,i)2 + (∆φJ,i)2 is the distance in the rapidity-azimuth plane between a

candidate subjet J and a constituent particle i. Compared to Ref. [33], we have included

an angular weighting exponent β, and we will often drop the (β) superscript for notational

simplicity. The normalization factor d0 is taken as

d0 =
∑

i

pT,i(R0)
β , (2.2)

where R0 is the characteristic jet radius used in the original jet clustering algorithm.

The choice of subjet axes is crucial for defining N -subjettiness, since Eq. (2.1) partitions

the jet constituents into N so-called Voronoi regions centered on the subjet axes. In Ref. [33],

the exclusive kT algorithm [40, 41] was used to find the directions n̂J . Here, we will focus on

the axes which minimize τ̃N , removing the tilde:

τ (β)N = min
n̂1,n̂2,...,n̂N

τ̃ (β)N . (2.3)

In particular, τ̃N is a function of the N light-like subjet axes n̂J , and τN is the value of this

function at its (global) minimum. This minimization over candidate subjet directions is not

a trivial step and may at first seems computationally daunting, but in Sec. 3.1 we present an

efficient algorithm to perform this task. Once the minimum is found, then the normalization

factor in Eq. (2.2) ensures that 0 ≤ τN ≤ 1.

The angular weighting exponent β is analogous to the parameter a in angularities [35],

with the correspondence a ≡ 2 − β. Collinear safety requires β ≥ 0. In Ref. [33], we found

that β = 1 (corresponding to the jet broadening measure [44]) was particularly effective for

boosted object identification, and this finding will be confirmed in Sec. 4. Interestingly, the

choice β = 1 is also preferred for discriminating light-quark jets from gluon jets [48]. As we

will see in Sec. 3.1, β = 2 (corresponding to the thrust measure [43]) is a special value from

a minimization point of view. In addition, when we discuss jet finding in Sec. 5, β = 2 will

correspond most closely to iterative cone algorithms.

In Fig. 2, we demonstrate how N -subjettiness works on a boosted top jet compared to

a QCD jet with mass near mtop. Shown are the subjet axes and Voronoi regions determined

by the minimum τN with β = 1 and β = 2, as well as τ̃N using subjets from the exclusive

kT algorithm. Note that the partitioning depends crucially on the choice of subjet axes.

Also, unlike recursive clustering procedures like the kT [40, 41] or Cambridge-Aachen [49, 50]

methods, the regions determined by minimizing τ̃N are not directly correlated with the regions

– 4 –
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Figure 43. N -subjettiness τ32 for jets in the range 600 GeV ≤ pjetT < 800 GeV. Shown are (a)

ungroomed and (b) trimmed (fcut = 0.05, Rsub = 0.3) anti-kt jets with R = 1.0. The ratios between
data and MC distributions are shown in the lower section of each figure.

ables are intended to be used as discriminants between boosted object signal events and

the inclusive jet background, such differences are important for the resulting estimation of

signal efficiency compared to background rejection. However, the variations observed in

the distribution of each observable translate into much smaller differences in efficiency and

rejection.

The modelling of the background with respect to massive boosted objects can be tested

by evaluating, for example, the evolution of the mean of substructure variables as a function

of jet mass. This is shown for �τ32� in figure 44 for the same 600 GeV ≤ pjetT < 800 GeV

range as used above. Three important observations can be made. Values of �τ32� are

slightly lower in data than those predicted by the MC simulations, and the trimmed values

are lower compared to ungroomed jets. Furthermore, �τ32� is a slowly varying function of

the jet mass for both the ungroomed and trimmed jets. This variation is slightly reduced

for trimmed jets.

5.3 Performance of jet grooming in boosted top-quark events

5.3.1 Semi-leptonic tt̄ selection

A selection of tt̄→ (Wb)(Wb̄) → (µνb)(qq̄b̄) events is used to demonstrate in data the effect

of grooming on large-R jets with substructure. The semileptonic tt̄ decay mode in which

one W boson decays into a neutrino and a muon is chosen in order to tag the tt̄ event and

reduce the overwhelming multi-jet background so that the top-quark signal is visible. This

provides a relatively pure sample of top quarks and is also very close to the selection used

in searches for resonances that decay to pairs of boosted top quarks [90, 91]. The following

event-level and physics object selection criteria are applied to data and simulation:

– 54 –
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Figure 8. Distributions of (a) τ (1)2 /τ (1)1 , (b) τ (2)2 /τ (2)1 , (c) τ (1)3 /τ (1)2 , (d) τ (2)3 /τ (2)2 for boosted top
and QCD jets, using the same formatting and event selection as Fig. 7. Note that after applying the
minimization procedure, all of these ratios are strictly less than 1. For boosted top identification, the
best individual discriminating variable is (c) τ (1)3 /τ (1)2 , though especially (b) τ (2)2 /τ (2)1 contains some
additional information.
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Algorithm comparison ( pT>400,600,800 )

• Best algorithm depends 
on pT range and chosen 
efficiency

• Working points defined

- CMS WP0 - old CMS 
default

- CMS WP1-WP4 use 
official b-tag WP 
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8 5 Algorithm Performance Results

Working mjet mmin subjet τ3/τ2
point selection selection b-tag WP selection

CMS Tagger WP0 140-250 ( GeV/c2
) > 50 ( GeV/c2

) none none

CMS Combined WP1 140-250 ( GeV/c2
) > 50 ( GeV/c2

) CSV-loose < 0.7

CMS Combined WP2 140-250 ( GeV/c2
) > 50 ( GeV/c2

) CSV-loose < 0.6

CMS Combined WP3 140-250 ( GeV/c2
) > 50 ( GeV/c2

) CSV-medium < 0.55

CMS Combined WP4 140-250 ( GeV/c2
) > 65 ( GeV/c2

) CSV-medium < 0.4

Table 1: Working points for the CMS Top Tagger and CMS Combined Tagger (CMS + N-

subjettiness + subjet b-tag)

ilarly, the mistag rate denominator is defined as the number of jets matched to a simulated

quark or gluon from the hard scatter wich passes the pT selection. The numerator for both

the efficiency and mistag rate is defined by the number of jets from the denominator which

pass the top tagging selection. The tagging rate denominators are defined with respect to the

matched generator level particle in order to compare algorithms using different jet collections.

The mistag rate is dependent on the jet flavor and the results presented here are applicable only

to event topologies with a quark/gluon mixture similar to the selection defined in Section 5.

Using these definitions, the minimum mistag rate for a given signal efficiency is shown in Fig-

ures 3 and 4. The algorithm tagging selections are varied as follows. The CMS Top Tagger

curve is determined by fixing the mjet and Nsubjets selections (140 GeV/c2 < mjet < 250 GeV/c2
,

Nsubjets ≥ 3), and varying the mmin selection. The N-subjettiness algorithm curve is determined

by varying the τ3/τ2 selection with no jet mass selection. The subjet b-tagging curve is de-

termined by varying the selection on the maximum subjet CSV discriminant with no jet mass

selection. The HEP Top Tagger curve is determined by fixing the m123 selection (140 GeV/c2 <
m123 < 250 GeV/c2

) and varying the width of the W mass selection ( fW). The remainder of

the curves demonstrate the combined application of two or more of these algorithms. In these

cases all of the selections mentioned above are simultaneously varied and the minimum mistag

rate for a given signal efficiency is determined.

The optimal top tagging algorithm depends on the pT of the matched parton and on the chosen

efficiency. In the lowest pT range considered (jets matched to partons with pT > 200 GeV/c2
),

only the HEP Top Tagger and HEP Combined Tagger are studied (Fig. 3). Here the best perfor-

mance is provided by the HEP Combined Tagger, which combines the HEP Top Tagger, subjet

b-tagging and N-subjettiness. The CMS Top Tagger and CMS Combined Tagger are not con-

sidered in this pT range because the top decay products are rarely merged within R=0.8 jets.

For jets matched to partons with pT > 400 GeV/c2
, the majority of boosted top quarks are fully

merged into a R=1.5 jet, while a smaller fraction are reconstructed within R=0.8 jets. Therefore

the HEP Top Tagger performs very well for high efficiency selections in this pT range, espe-

cially when combined with N-subjettiness and subjet b-tagging (HEP Combined Tagger) . The

combination of the CMS Top Tagger, N-subjettiness, and subjet b-tagging (CMS Combined Tag-

ger) results in the best performance for low efficiency selections in this range (Fig. 4a). For jets

matched to partons with pT > 600 GeV/c2
or pT > 800 GeV/c2

, the CMS Combined Tagger has

superior performance (Figures 4b and 4c).

Example selections with close to optimal performance for a given tagging efficiency are de-

fined as working points (WP). These WP are defined in Table 1 for the CMS Top Tagger and

CMS Combined Tagger and Table 2 for the HEP Top Tagger and HEP Combined Tagger. WP

performance is shown by points in Figures 3 and 4. The CMS Top Tagger working point (CMS

WP0) has been used for numerous analyses [9, 11, 42].

CMS Combined Tagger working point selections

combination of tools:

• HEP, CMS, N-subjettiness, 
subjet b-tagging

• outstanding performance 
across a wide range of 
efficiency

remaining improvements 
possible at low top pT, where 
there is a transition to multijet 
techniques

•  can effectively tag 
W jet + b jet tops
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Jet Charge in ATLAS

Detailed performance study on boson/quark charge tagging, detector resolution effects, and

data/MC was prepared for BOOST2013: see ATLAS-CONF-2013-086. Some highlights:
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Tracks: Overview

track-based observables useful in several contexts:

• pileup suppression (for ATLAS)

• tests of our understanding of pQCD

• most observables are collinear IR unsafe 
(like PDFs), have non-perturbative input

• q/g tagging

• one of the first discriminants proposed is 
charge track multiplicity

24

Pascal Nef

The need for pileup jet suppression
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(b) pT > 30 GeV
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(c) pT > 40 GeV
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(d) pT > 50 GeV

Figure 30: The mean anti-kt, R = 0.4, LCW+JES jet multiplicity against �µ� in Z+jet events for jets with
|η| < 2.1 before and after selected |JVF| cuts as applied to any jets with pT < 50 GeV. Results for jets
with pT > 20, 30, 40 and 50 GeV are shown requiring at least one jet of that pT. To remove effects of
hard scatter modeling the dependence on �µ� was fit and the MC shifted so that data and MC agree at
zero pile-up, �µ� = 0. The upper ratio plots show before and after an application of a |JVF| cut of 0.25
and the lower ratio plots show the same for a cut of 0.50. No JVF uncertainty is visible when counting
jets with pT > 50 as JVF is only applied to jets below 50 GeV.
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(d) pT > 50 GeV

Figure 30: The mean anti-kt, R = 0.4, LCW+JES jet multiplicity against �µ� in Z+jet events for jets with
|η| < 2.1 before and after selected |JVF| cuts as applied to any jets with pT < 50 GeV. Results for jets
with pT > 20, 30, 40 and 50 GeV are shown requiring at least one jet of that pT. To remove effects of
hard scatter modeling the dependence on �µ� was fit and the MC shifted so that data and MC agree at
zero pile-up, �µ� = 0. The upper ratio plots show before and after an application of a |JVF| cut of 0.25
and the lower ratio plots show the same for a cut of 0.50. No JVF uncertainty is visible when counting
jets with pT > 50 as JVF is only applied to jets below 50 GeV.
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• Pileup effect on jets are mitigated by applying  
the jet-area pileup correction!
• based on event-by-event pileup pT density 

afte
r P

U co
rre

ctio
n

• Local fluctuations in the event-by-event pileup 
activity can give rise to pileup jets

• Track-based pileup jet suppression:!
• associate tracks to jets with |"|<2.5!
• calculate the jet-vertex-fraction (JVF)

JVF =

�
i
ptrk,HS

T,i�
i
ptrk,HS

T,i +
�

j
ptrk,PU

T,j

after JVF

ATLAS-CONF-2013-083

#4

neutral pile-up contributions may receive JVF = 1, while JVF = 0 may result from a fluctuation in the
fragmentation of a hard-scatter jet such that its charged constituents all fall below the track pT threshold.
JVF also relies on the hard-scatter vertex being well separated from pile-up vertices. In some events, a
pile-up jet may receive a high value of JVF because its origin interaction is very close to the hard-scatter
interaction. While this effect is quite small in 2012 pile-up conditions, it will become more important at
higher �µ�, as the average distance between interactions decreases as 1/�µ�.
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Figure 26: JVF distribution for hard-scatter (blue) and pile-up (red) jets with 20 GeV ≤ pjet
T < 50 GeV

and |η| < 2.5 in simulated Z+jets events. Using JVF directly as a discriminating variable provides a way
to separate both classes of jets.

7.2 Recommended JVF Cuts

In 2012, three JVF cuts are recommended for analyses in which pile-up jets are otherwise problematic.
The loosest recommended cut is |JVF| > 0, which rejects only those jets that have zero matched tracks
from the hard scatter. A somewhat tighter cut is |JVF| > 0.25, requiring that at least a quarter of all
associated track pT originates from the hard scatter, while the tightest recommended cut is |JVF| > 0.5.
The cuts are applied to the absolute value of JVF, to avoid rejecting jets with zero matched tracks from
any vertex.

Each analysis applying a JVF cut must choose an optimal cut value among the three recommended
cuts, based on analysis-specific figures of merit. For example, given some definition of signal jets appro-
priate to an analysis, one could choose the JVF cut value that maximizes the signal jet efficiency divided
by the rate for non-signal jets to pass the cut. Alternatively, one could choose the cut value that results in
stability of jet multiplicity against pile-up, or devise a more sophisticated optimization procedure based
on expected limits or measurement precision.

Figure 27 shows the dependence of JVF on the amount of pile-up, as characterized by the average
number of interactions, �µ�. The denominator of JVF grows larger with increased pile-up, while the
numerator remains unchanged. As a result, the optimal JVF cut value is expected to depend on pile-
up conditions, which further emphasizes the need for analysis-specific JVF cut optimization. The ratio
between data and MC is shown at the bottom.

33

ATLAS-CONF-2013-083

Introduction → Jet Charge → Jet Pull→ Conclusion Overview → Thresholds → Optimal κ → Boosts

Jet Charge in ATLAS

Detailed performance study on boson/quark charge tagging, detector resolution effects, and

data/MC was prepared for BOOST2013: see ATLAS-CONF-2013-086. Some highlights:
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Knowing the charge of the parton initiating a light-quark jet could be extremely useful both for
testing aspects of the Standard Model and for characterizing potential beyond-the-Standard-Model
signals. We show that despite the complications of hadronization and out-of-jet radiation such as
pile-up, a weighted sum of the charges of a jet’s constituents can be used at the LHC to distinguish
among jets with different charges. Potential applications include measuring electroweak quantum
numbers of hadronically decaying resonances or supersymmetric particles, as well as Standard Model
tests, such as jet charge in dijet events or in hadronically-decaying W bosons in tt̄ events. We
develop a systematically improvable method to calculate moments of these charge distributions by
combining multi-hadron fragmentation functions with perturbative jet functions and pertubative
evolution equations. We show that the dependence on energy and jet size for the average and width
of the jet charge can be calculated despite the large experimental uncertainty on fragmentation
functions. These calculations can provide a validation tool for data independent of Monte-Carlo
fragmentation models.

The Large Hadron Collider (LHC) at CERN provides
an opportunity to explore properties of the Standard
Model in unprecedented detail and to search for physics
beyond the Standard Model in previously unfathomable
ways. The exquisite detectors at atlas and cms let us
go beyond treating jets simply as 4-momenta to treating
them as objects with substructure and quantum num-
bers. A traditional example is whether a jet was likely
to have originated from a b-parton. At the LHC, one
can additionally explore whether a jet has subjet con-
stituents, as from a boosted heavy object decay [1, 2],
or whether it originated from a quark or gluon [3]. See
Ref. [4] for a recent review of jet substructure. Here we
consider the feasibility of measuring the electric charge
of a jet.

The idea of correlating a jet-based observable to the
charge of the underlying hard parton has a long his-
tory. In an effort to determine the extent to which jets
from hadron collisions were similar to jets from leptonic
collisions, Field and Feynman [5] argued that aggregate
jet properties such as jet charge could be measured and
compared. The subsequent measurement at Fermilab [6]
and CERN [7] in charged-current deep-inelastic scatter-
ing experiments showed clear up- and down-quark jet
discrimination, confirming aspects of the parton model.
Another important historical application was the light-
quark forward-backward asymmetry in e+e− collisions, a
precision electroweak observable [8]. Despite its histori-
cal importance, there seem to have been no attempts yet
at measuring the charge of light-quark jets at the LHC.

Most experimental studies of jet charge measured vari-
ants of a momentum-weighted jet charge. We define the

pT -weighted jet charge for a jet of flavor i as

Qi
κ =

1

(pjetT )κ

∑

j∈jet

Qj(p
j
T )

κ (1)

where the sum is over all particles in the jet, Qj is the
integer charge of the color-neutral object observed, pjT is
the magnitude of its transverse momentum with respect
to the beam axis, pjetT is the total transverse momentum
of the jet, and κ is a free parameter. A common variant
uses energy instead of pT . Values of κ between 0.2 and 1
have been used in experimental studies [6, 8].

FIG. 1. Distributions of Qi
κ for various parton flavors ob-

tained from pp → W ′ → q̄q or pp → gg events with pjet
T

= 500
GeV and κ = 0.5, 1.
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The left plot shows results for inclusive jet multiplicity, and the right plot for several multiplicities and
κ = 1.0.

4.2 Charge Tagging in a Boosted Topology

In tt̄ events, when the hadronic W has a large Lorentz boost, its decay products become merged in the lab
frame, obscuring the resolution of the R=0.4 jets that are usually associated with the W decay. In a clas-
sical two-body decay of a boosted object, the separation ∆R =

�
(∆η)2 + (∆φ)2 scales as 2m/pT , where

m (pT ) is the mass (transverse momentum) of the boosted object and ∆η (∆φ) is the difference in pseu-
dorapidity (azimuthal angle) between daughters in the lab frame. For a W boson (mW = 80.4 GeV [59])
with a pT of 200 GeV, a R = 1.0 (large-R) jet often captures most of the hadronic decay products. The
jet charge is considered here also in this boosted scenario. The same MC@NLO semileptonic tt̄ MC events
as described before are used as a source of boosted W bosons. In each event, the hadronically-decaying
W is identified at truth level and its pT is required to be above 200 GeV. The anti-kt algorithm is used
to cluster the hadronic decay products of the W using an R = 1.0 radius parameter. A first definition
of jet charge is the simple extension of the procedure described previously: tracks are assigned to the
R = 1.0 jets in the event using ghost association and then Eq. 1 is used with the large-R (calorimeter)
jet pT in the denominator. The distribution of this large-R jet charge is shown in Fig. 5 for κ = 1.0 and
κ = 0.3. Large-R jets are chosen as the closest R = 1.0 jet in ∆R to the truth pT > 200 GeV hadronic
W and ∆R(jet,W) ≤ 1.0 is required. Since jets are only matched geometrically to the truth W boson,
a momentum and mass threshold are imposed: only reconstructed large-R jets with pT > 100 GeV and
mass above 30 GeV are considered. The jet four-vector (p) is corrected for pileup using the area correc-
tion [54,55] p �→ p−ρ×A, where A is the four-vector jet area determined from ghost four-momenta and
ρ is the median pT density per unit area in η − φ space.

A modification of the large-R jet charge definition can be obtained using the technique of trim-
ming [60]. To form a trimmed large-R jet, first the jet constituent LCW topological clusters are grouped
using the kt algorithm with a distance parameter of R = 0.3. Then, the clusters (and ghosts) of all the
subjets that carry less than 5% of the total jet momentum are removed from the list of constituents. The
remaining clusters determine the trimmed jet. The tracks associated to the trimmed jet are determined
by the ghost tracks that remain after subjets have been removed. The trimmed large-R jet charge is de-
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normalized to 1 at E = 100 GeV, which removes the de-
pendence on the nonperturbative parameter in Eq. (6).
At LO we do not include the NLO jet algorithm cor-
rections, i.e. we take �Jij = 2(2π)3δij . As Fig. 5 shows,
the NLO corrections reduce the average jet charge by a
non-negligible amount.

The perturbative uncertainties are estimated by vary-
ing the renormalization scale µ up and down by a factor
of 2. To keep the normalization point fixed, we simulta-
neously vary the scale in the normalization. We show un-
certainty bands both with (darker) and without (lighter)
this additional prescription in Fig. 5. In all the following
plots we will use this additional prescription, which keeps
the normalization point fixed and leads to smaller uncer-
tainties. However, since these uncertainty bands do not
quite overlap, they may be a bit too optimistic. In ad-
dition, the prescription causes the NLO band to be only
slightly narrower than the LO result. (Neither of these
issues are present for the lighter uncertainty bands.)

In Fig. 6 we study the convergence of �(Qi
κ)

2� for i =
q, g, which enters in the width in Eq. (10). We can no
longer completely remove the nonperturbative input by
normalizing, because of the mixing between quarks and
gluons. We therefore make an assumption for

ρ =
�(Qg

κ)
2�

�(Qq
κ)2�

at µ0 = 1 GeV, (40)

which we for simplicity take equal for all five light quark
flavors. The solid curves and uncertainty bands corre-
spond to ρ = 1 and the dotted curves in Fig. 6 corre-
spond to ρ = 2. We find again that the convergence is
reasonable. The mixing causes the width to reduce more
slowly as function of E. (For quarks the effect of the
mixing is stronger if ρ is larger, whereas for gluons it is
the opposite way around.)

1209.3019

see also 1303.6637, 1306.6630
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Knowing the charge of the parton initiating a light-quark jet could be extremely useful both for
testing aspects of the Standard Model and for characterizing potential beyond-the-Standard-Model
signals. We show that despite the complications of hadronization and out-of-jet radiation such as
pile-up, a weighted sum of the charges of a jet’s constituents can be used at the LHC to distinguish
among jets with different charges. Potential applications include measuring electroweak quantum
numbers of hadronically decaying resonances or supersymmetric particles, as well as Standard Model
tests, such as jet charge in dijet events or in hadronically-decaying W bosons in tt̄ events. We
develop a systematically improvable method to calculate moments of these charge distributions by
combining multi-hadron fragmentation functions with perturbative jet functions and pertubative
evolution equations. We show that the dependence on energy and jet size for the average and width
of the jet charge can be calculated despite the large experimental uncertainty on fragmentation
functions. These calculations can provide a validation tool for data independent of Monte-Carlo
fragmentation models.

The Large Hadron Collider (LHC) at CERN provides
an opportunity to explore properties of the Standard
Model in unprecedented detail and to search for physics
beyond the Standard Model in previously unfathomable
ways. The exquisite detectors at atlas and cms let us
go beyond treating jets simply as 4-momenta to treating
them as objects with substructure and quantum num-
bers. A traditional example is whether a jet was likely
to have originated from a b-parton. At the LHC, one
can additionally explore whether a jet has subjet con-
stituents, as from a boosted heavy object decay [1, 2],
or whether it originated from a quark or gluon [3]. See
Ref. [4] for a recent review of jet substructure. Here we
consider the feasibility of measuring the electric charge
of a jet.

The idea of correlating a jet-based observable to the
charge of the underlying hard parton has a long his-
tory. In an effort to determine the extent to which jets
from hadron collisions were similar to jets from leptonic
collisions, Field and Feynman [5] argued that aggregate
jet properties such as jet charge could be measured and
compared. The subsequent measurement at Fermilab [6]
and CERN [7] in charged-current deep-inelastic scatter-
ing experiments showed clear up- and down-quark jet
discrimination, confirming aspects of the parton model.
Another important historical application was the light-
quark forward-backward asymmetry in e+e− collisions, a
precision electroweak observable [8]. Despite its histori-
cal importance, there seem to have been no attempts yet
at measuring the charge of light-quark jets at the LHC.

Most experimental studies of jet charge measured vari-
ants of a momentum-weighted jet charge. We define the

pT -weighted jet charge for a jet of flavor i as

Qi
κ =

1

(pjetT )κ

∑

j∈jet

Qj(p
j
T )

κ (1)

where the sum is over all particles in the jet, Qj is the
integer charge of the color-neutral object observed, pjT is
the magnitude of its transverse momentum with respect
to the beam axis, pjetT is the total transverse momentum
of the jet, and κ is a free parameter. A common variant
uses energy instead of pT . Values of κ between 0.2 and 1
have been used in experimental studies [6, 8].

FIG. 1. Distributions of Qi
κ for various parton flavors ob-

tained from pp → W ′ → q̄q or pp → gg events with pjet
T

= 500
GeV and κ = 0.5, 1.
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Knowing the charge of the parton initiating a light-quark jet could be extremely useful both for
testing aspects of the Standard Model and for characterizing potential beyond-the-Standard-Model
signals. We show that despite the complications of hadronization and out-of-jet radiation such as
pile-up, a weighted sum of the charges of a jet’s constituents can be used at the LHC to distinguish
among jets with different charges. Potential applications include measuring electroweak quantum
numbers of hadronically decaying resonances or supersymmetric particles, as well as Standard Model
tests, such as jet charge in dijet events or in hadronically-decaying W bosons in tt̄ events. We
develop a systematically improvable method to calculate moments of these charge distributions by
combining multi-hadron fragmentation functions with perturbative jet functions and pertubative
evolution equations. We show that the dependence on energy and jet size for the average and width
of the jet charge can be calculated despite the large experimental uncertainty on fragmentation
functions. These calculations can provide a validation tool for data independent of Monte-Carlo
fragmentation models.

The Large Hadron Collider (LHC) at CERN provides
an opportunity to explore properties of the Standard
Model in unprecedented detail and to search for physics
beyond the Standard Model in previously unfathomable
ways. The exquisite detectors at atlas and cms let us
go beyond treating jets simply as 4-momenta to treating
them as objects with substructure and quantum num-
bers. A traditional example is whether a jet was likely
to have originated from a b-parton. At the LHC, one
can additionally explore whether a jet has subjet con-
stituents, as from a boosted heavy object decay [1, 2],
or whether it originated from a quark or gluon [3]. See
Ref. [4] for a recent review of jet substructure. Here we
consider the feasibility of measuring the electric charge
of a jet.

The idea of correlating a jet-based observable to the
charge of the underlying hard parton has a long his-
tory. In an effort to determine the extent to which jets
from hadron collisions were similar to jets from leptonic
collisions, Field and Feynman [5] argued that aggregate
jet properties such as jet charge could be measured and
compared. The subsequent measurement at Fermilab [6]
and CERN [7] in charged-current deep-inelastic scatter-
ing experiments showed clear up- and down-quark jet
discrimination, confirming aspects of the parton model.
Another important historical application was the light-
quark forward-backward asymmetry in e+e− collisions, a
precision electroweak observable [8]. Despite its histori-
cal importance, there seem to have been no attempts yet
at measuring the charge of light-quark jets at the LHC.

Most experimental studies of jet charge measured vari-
ants of a momentum-weighted jet charge. We define the

pT -weighted jet charge for a jet of flavor i as

Qi
κ =

1

(pjetT )κ

∑

j∈jet

Qj(p
j
T )

κ (1)

where the sum is over all particles in the jet, Qj is the
integer charge of the color-neutral object observed, pjT is
the magnitude of its transverse momentum with respect
to the beam axis, pjetT is the total transverse momentum
of the jet, and κ is a free parameter. A common variant
uses energy instead of pT . Values of κ between 0.2 and 1
have been used in experimental studies [6, 8].

FIG. 1. Distributions of Qi
κ for various parton flavors ob-

tained from pp → W ′ → q̄q or pp → gg events with pjet
T

= 500
GeV and κ = 0.5, 1.
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Figure 1: The distribution of the sum of the jet charges from the two daughter candidates in hadronic W

boson decays in semileptonic tt̄ events. The plot on the left is obtained with pT weighting factor κ = 1.0
and the right plot with κ = 0.3. Events with a µ± correspond to a hadronically-decaying W∓. The bottom

panels show the data/MC ratios with the bands giving the systematic uncertainties described in the text.

combinatorial background. The right plot in Fig. 2 shows the positive W efficiency for different numbers

of jets in the event. Jets are required to be above 25 GeV in pT , pass the JVF requirements stated in the

beginning of Section 3, and have |η| < 2.5. For example, for a fixed positive W efficiency of 50%, the

rejection of negative W increases by 20% when the jet multiplicity decreases from six to four.

4.1 Charge Reconstruction Performance

The MC generation record (“MC truth”) can be used to study the dijet charge detector response, defined

as the difference between the reconstructed and the true dijet charge in simulated events. Truth jets

are clustered using the same algorithm and distance parameter as reconstructed jets; the clustering is

performed with all stable interacting particles including muons. The truth jet charge is calculated using

the particles’ true charge and pT. The top row of Fig. 3 shows the mean dijet charge response versus the

dijet track multiplicity for two values of κ in tt̄ MC events. The response is close to zero and constant

with respect to the number of tracks. However, the resolution, parameterized by the distribution RMS,

does depend on the number of tracks, as can be seen for the same values of κ in the bottom row of Fig. 3.

As expected, the RMS tends to decrease with the number of tracks as fluctuations about the mean are

suppressed. However, this trend is less evident at lower κ where the individual contribution to the jet

charge from any one track is decreased. There is also a strong correlation between pT and number of

tracks, which can further weaken the decreasing trend at high track multiplicity. The top row of Fig. 4

shows the mean response as a function of the hadronic W pT , defined as the transverse momentum of the

dijet system formed from the W daughter candidates. As with track multiplicity, the response is constant

around zero (indicating very good agreement between the reconstructed and the true values), while the

RMS (bottom row of Fig. 4) decreases with the W boson pT .

5
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FIG. 4: Distribution of the pull angle (for the b jet) with
∆ybb̄ = 1 and ∆φbb̄ = 2, for signal and background, showered
105 times with different Monte Carlos.

and to define the center the jet. These are all basically
the same, but we have found that the most effective com-
bination is a pT -weighted vector, which we call pull, de-
fined by

!t =
∑

i∈jet

piT |ri|
pjet
T

!ri . (1)

Here, !ri = (∆yi,∆φi) = !ci − !J , where !J = (yJ ,φJ ) is
the location of the jet and !ci is the position of a cell or
particle with transverse momentum piT . Note that we
use rapidity yJ for the jet instead of pseudorapidity (ηJ );
because the jet is massive this makes !ri boost invariant
and a better discriminant (rapidity and pseudorapidity
are equivalent for the effectively massless cells/particles,
!ci). The centroid (Eq. (1) without the |ri| factor) is usu-
ally almost identical to !J , the location of the jet four-
vector in the E-scheme (the sum of four-momenta of the
jet constituents).

An important feature of the pull vector !t is that it
is infrared safe. If a very soft particle is added to the
jet, it has negligible pT , and therefore a negligible effect
on !t. Moreover, since pull is linear in pT , if a particle
splits into two collinear particles at the same !r, the pull
vector is also unchanged. This property guarantees that
pull should be fairly insensitive to fine details of the im-
plementation, such as the spatial granularity or energy
resolution of the calorimeters.

The event-by-event distribution of the pull for the left
b jet from Figure 2 is shown in Figure 3 in polar co-
ordinates, !t = (|!t| cos θt, |!t| sin θt), where θt = 0 points
towards the right-going beam, θt = ±π points towards
the left-going beam, and θt ≈ 0.7 toward the other b jet.
This figure shows density plots of the !t distributions on
an event-by-event basis for the signal and background
cases for this particular fixed parton-level phase space
point. For this figure, we use as input the four-momenta
of all long-lived observable particles. If instead, we use
the hadronic energy in 0.1 × 0.1 cells treated as mass-
less four-vectors, the distribution of pull vectors is nearly
identical.
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FIG. 5: Pull angles in the b or b̄ jet in HZ → Zbb̄ signal
events and their Z+bb̄ backgrounds. For each event, ∆θt = 0
is defined to point toward the other b jet. 3× 105 events are
shown.

We can see that most of the discriminating informa-
tion is in the pull angle, θt, rather than the magni-
tude |!t|. This leads to Figure 4, which shows the dis-
tribution of the pull angle for the signal and the back-
ground in this particular kinematic configuration. This
figure also shows that the pull vector is not particularly
sensitive to the Monte Carlo program used to generate
the sample; the pull angle distributions for herwig++

2.4.2 [9], pythia 8.130 [15], and pythia 6.420 with the
pT -ordered shower [7] are all quite similar.

The previous three figures all have the parton momen-
tum fixed. Similar distributions result from other phase
space points. We fixed the parton momentum to show
the usefulness of pull in situations which would be indis-
tinguishable using the jet four-momenta alone. This ex-
ercise controls for correlations between pull and matrix-
element-level kinematic discriminants. Also, note that
there is another possible color-flow for the background
events, where the left-going jet is color-connected to the
right-going beam. Then, the most-likely pull angle would
be more similar to the signal. Fortunately, this only oc-
curs about 10% of the time for the dominant background.

The next step is to see if pull is useful given the
full distribution of signal and background events at the
LHC. The pull angle for the full ZH → Zbb̄ signal and
Zbb̄ backgrounds still presents a strong discriminant, as
can be seen in Figure 5. Here, we have performed a
full simulation with madgraph 4.4.26 [14] and pythia

8.130 [15], including underlying event and hadronization.
We choose a parton-level cut of pT > 15 GeV for the
b quarks, find the jets with the anti-kT algorithm with
R = 0.7, require the reconstructed mass to be within a
20 GeV window around the Higgs mass (120 GeV), and
construct the pull angle on the radiation within each jet.

Next, let us consider some other possibilities. It is nat-
ural to look at higher moments, such as those contained
in the covariance tensor

C =
∑

i∈jet

piT |ri|
pjet
T

(

∆y2i ∆yi∆φi
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general algorithm flow:

1. groom substructure

2. count subjets

3. make kinematic cuts on subjets
(e.g., mass)

τ3/τ2 ∼






O(1) for < 3 subjets [τ3 � 1 , τ2 � 1]

� 1 for 3 subjets [τ3 � 1 , τ2 ∼ 1]

O(1) for > 3 subjets [τ3 ∼ 1 , τ2 ∼ 1]

N-subjettiness (for top tagging)

an effective counter for the number of subjets
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color flow variables cut on the pattern 
of soft radiation in the jet

• can try to distinguish color 
singlet/vector/octet jets

• also useful for spin information

• challenging due to high variance, 
variables never give strong separation

• can better theory understanding of 
what subjet axes to choose help?

• how do different algorithms overlap?
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FIG. 2: Accumulated pT after showering a particular par-
tonic phase space point 3 million times. Left has the b and
b̄ color-connected to each other (signal) and right has the b
and b̄ color-connected to the beams (background). Contours
represent factors of 2 increase in radiation.

In order to extract the color connections, they must
persist into the distribution of the observable hadrons.
The basic intuition for how the color flow might show
up follows from approximations used in parton show-
ers [7, 8]. In these simulations, the color dipoles are al-
lowed to radiate through Markovian evolution from the
large energy scales associated with the hard interaction
to the lower energy scale associated with confinement.
These emissions transpire in the rest frame of the dipole.
When boosting back to the lab frame, the radiation ap-
pears dominantly within an angular region spanned by
the dipole, as indicated by the arrows in Figure 1. Alter-
natively, an angular ordering can be enforced on the radi-
ation (as in herwig [9]). The parton shower treatment of
radiation attempts to include a number of features which
are physical but hard to calculate analytically, such as
overall momentum and probability conservation or co-
herence phenomena associated with soft radiation.

It is more important that these effects exist in data
than that they are included in the simulation. In fact,
color coherence effects have already been seen by vari-
ous experiments. In e+e− collisions, for example, evi-
dence for color connections between final-state quark and
gluon jets was observed in three jet events by JADE
at DESY [10]. Later, at LEP, the L3 and DELPHI
experiments found evidence for color coherence among
the hadronic decay products of color-singlet objects in
W+W− events [11, 12]. Also, in pp̄ collisions at the Teva-
tron, color connections of a jet to beam remnants have
been observed by D0 in W+jet events [13]. All of these
studies used analysis techniques which were very depen-
dent on the particular event topology. What we will now
show is that it is possible to come up with a very general
discriminant which can help determine the color flow of
practically any event. Such a tool has the potential for
wide applicability in new physics searches at the LHC.

For an example, we will use Higgs production in asso-
ciation with a Z. The Z allows the Higgs to have some
pT so that its bb̄ decay products are not back-to-back
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FIG. 3: Event-by-event density plot of the pull vector of the b
jet in polar coordinates. The signal (connected to b̄ jet) is on
the left, the background (connected to the left-going, y = −∞

beam) is on the right. 105 events are shown.

in azimuthal angle, φ. Our benchmark calculator will
be madgraph [14] for the matrix elements interfaced to
pythia 8 [15] for the parton shower, hadronization and
underlying event, with other simulations used for valida-
tion.
To begin, we isolate the effect of the color connec-

tions by fixing the parton momentum. We compare
events with Zbb̄ in the final state (with Z → leptons) in
which the quarks are color-connected to each other (sig-
nal) versus color-connected to the beam (background).
In Figure 2, we show the distribution of radiation for
a typical case, where (y,φ) = (−0.5,−1) for one b and
(y,φ) = (0.5, 1) for the other, with pT = 200 GeV for
each b, where y is the rapidity. For this figure, we have
showered and hadronized the same parton-level configu-
ration over and over again, accumulating the pT of the
final-state hadrons in 0.1 × 0.1 bins in y-φ space. The
color connections are unmistakable.
The superstructure feature of the jets in Figure 2 that

we want to isolate is that the radiation in each signal jet
tends to shower in the direction of the other jet, while in
the background it showers mostly toward the beam. In
other words, the radiation on each end of a color dipole
is being pulled towards the other end of the dipole. This
should therefore show up in a dipole-type moment con-
structed from the radiation in or around the individual
jets. For dijet events, like those shown in Figure 2, one
could imagine constructing a global event shape from
which the moment could be extracted. However, a lo-
cal observable, constructed only out of particles within
the jet, has a number of immediate advantages. For one,
it will be a more general-purpose tool, applying to events
with any number of jets. It should also be easier to cali-
brate on data, since jets are generally better understood
experimentally than global event topologies. Therefore,
as a first attempt at a useful superstructure variable, we
construct an observable out of only the particles within
the jets themselves.
In constructing a jet moment, there are a number of

ways to weight the momentum, such as by energy or pT ,
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pythia

FIG. 4: Distribution of the pull angle (for the b jet) with
∆ybb̄ = 1 and ∆φbb̄ = 2, for signal and background, showered
105 times with different Monte Carlos.

and to define the center the jet. These are all basically
the same, but we have found that the most effective com-
bination is a pT -weighted vector, which we call pull, de-
fined by

!t =
∑

i∈jet

piT |ri|
pjet
T

!ri . (1)

Here, !ri = (∆yi,∆φi) = !ci − !J , where !J = (yJ ,φJ ) is
the location of the jet and !ci is the position of a cell or
particle with transverse momentum piT . Note that we
use rapidity yJ for the jet instead of pseudorapidity (ηJ );
because the jet is massive this makes !ri boost invariant
and a better discriminant (rapidity and pseudorapidity
are equivalent for the effectively massless cells/particles,
!ci). The centroid (Eq. (1) without the |ri| factor) is usu-
ally almost identical to !J , the location of the jet four-
vector in the E-scheme (the sum of four-momenta of the
jet constituents).

An important feature of the pull vector !t is that it
is infrared safe. If a very soft particle is added to the
jet, it has negligible pT , and therefore a negligible effect
on !t. Moreover, since pull is linear in pT , if a particle
splits into two collinear particles at the same !r, the pull
vector is also unchanged. This property guarantees that
pull should be fairly insensitive to fine details of the im-
plementation, such as the spatial granularity or energy
resolution of the calorimeters.

The event-by-event distribution of the pull for the left
b jet from Figure 2 is shown in Figure 3 in polar co-
ordinates, !t = (|!t| cos θt, |!t| sin θt), where θt = 0 points
towards the right-going beam, θt = ±π points towards
the left-going beam, and θt ≈ 0.7 toward the other b jet.
This figure shows density plots of the !t distributions on
an event-by-event basis for the signal and background
cases for this particular fixed parton-level phase space
point. For this figure, we use as input the four-momenta
of all long-lived observable particles. If instead, we use
the hadronic energy in 0.1 × 0.1 cells treated as mass-
less four-vectors, the distribution of pull vectors is nearly
identical.
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FIG. 5: Pull angles in the b or b̄ jet in HZ → Zbb̄ signal
events and their Z+bb̄ backgrounds. For each event, ∆θt = 0
is defined to point toward the other b jet. 3× 105 events are
shown.

We can see that most of the discriminating informa-
tion is in the pull angle, θt, rather than the magni-
tude |!t|. This leads to Figure 4, which shows the dis-
tribution of the pull angle for the signal and the back-
ground in this particular kinematic configuration. This
figure also shows that the pull vector is not particularly
sensitive to the Monte Carlo program used to generate
the sample; the pull angle distributions for herwig++

2.4.2 [9], pythia 8.130 [15], and pythia 6.420 with the
pT -ordered shower [7] are all quite similar.

The previous three figures all have the parton momen-
tum fixed. Similar distributions result from other phase
space points. We fixed the parton momentum to show
the usefulness of pull in situations which would be indis-
tinguishable using the jet four-momenta alone. This ex-
ercise controls for correlations between pull and matrix-
element-level kinematic discriminants. Also, note that
there is another possible color-flow for the background
events, where the left-going jet is color-connected to the
right-going beam. Then, the most-likely pull angle would
be more similar to the signal. Fortunately, this only oc-
curs about 10% of the time for the dominant background.

The next step is to see if pull is useful given the
full distribution of signal and background events at the
LHC. The pull angle for the full ZH → Zbb̄ signal and
Zbb̄ backgrounds still presents a strong discriminant, as
can be seen in Figure 5. Here, we have performed a
full simulation with madgraph 4.4.26 [14] and pythia

8.130 [15], including underlying event and hadronization.
We choose a parton-level cut of pT > 15 GeV for the
b quarks, find the jets with the anti-kT algorithm with
R = 0.7, require the reconstructed mass to be within a
20 GeV window around the Higgs mass (120 GeV), and
construct the pull angle on the radiation within each jet.

Next, let us consider some other possibilities. It is nat-
ural to look at higher moments, such as those contained
in the covariance tensor

C =
∑

i∈jet

piT |ri|
pjet
T

(

∆y2i ∆yi∆φi

∆φi ∆yi ∆φ2
i

)

. (2)
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FIG. 4: Distribution of the pull angle (for the b jet) with
∆ybb̄ = 1 and ∆φbb̄ = 2, for signal and background, showered
105 times with different Monte Carlos.

and to define the center the jet. These are all basically
the same, but we have found that the most effective com-
bination is a pT -weighted vector, which we call pull, de-
fined by

!t =
∑

i∈jet

piT |ri|
pjet
T

!ri . (1)

Here, !ri = (∆yi,∆φi) = !ci − !J , where !J = (yJ ,φJ ) is
the location of the jet and !ci is the position of a cell or
particle with transverse momentum piT . Note that we
use rapidity yJ for the jet instead of pseudorapidity (ηJ );
because the jet is massive this makes !ri boost invariant
and a better discriminant (rapidity and pseudorapidity
are equivalent for the effectively massless cells/particles,
!ci). The centroid (Eq. (1) without the |ri| factor) is usu-
ally almost identical to !J , the location of the jet four-
vector in the E-scheme (the sum of four-momenta of the
jet constituents).

An important feature of the pull vector !t is that it
is infrared safe. If a very soft particle is added to the
jet, it has negligible pT , and therefore a negligible effect
on !t. Moreover, since pull is linear in pT , if a particle
splits into two collinear particles at the same !r, the pull
vector is also unchanged. This property guarantees that
pull should be fairly insensitive to fine details of the im-
plementation, such as the spatial granularity or energy
resolution of the calorimeters.

The event-by-event distribution of the pull for the left
b jet from Figure 2 is shown in Figure 3 in polar co-
ordinates, !t = (|!t| cos θt, |!t| sin θt), where θt = 0 points
towards the right-going beam, θt = ±π points towards
the left-going beam, and θt ≈ 0.7 toward the other b jet.
This figure shows density plots of the !t distributions on
an event-by-event basis for the signal and background
cases for this particular fixed parton-level phase space
point. For this figure, we use as input the four-momenta
of all long-lived observable particles. If instead, we use
the hadronic energy in 0.1 × 0.1 cells treated as mass-
less four-vectors, the distribution of pull vectors is nearly
identical.
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FIG. 5: Pull angles in the b or b̄ jet in HZ → Zbb̄ signal
events and their Z+bb̄ backgrounds. For each event, ∆θt = 0
is defined to point toward the other b jet. 3× 105 events are
shown.

We can see that most of the discriminating informa-
tion is in the pull angle, θt, rather than the magni-
tude |!t|. This leads to Figure 4, which shows the dis-
tribution of the pull angle for the signal and the back-
ground in this particular kinematic configuration. This
figure also shows that the pull vector is not particularly
sensitive to the Monte Carlo program used to generate
the sample; the pull angle distributions for herwig++

2.4.2 [9], pythia 8.130 [15], and pythia 6.420 with the
pT -ordered shower [7] are all quite similar.

The previous three figures all have the parton momen-
tum fixed. Similar distributions result from other phase
space points. We fixed the parton momentum to show
the usefulness of pull in situations which would be indis-
tinguishable using the jet four-momenta alone. This ex-
ercise controls for correlations between pull and matrix-
element-level kinematic discriminants. Also, note that
there is another possible color-flow for the background
events, where the left-going jet is color-connected to the
right-going beam. Then, the most-likely pull angle would
be more similar to the signal. Fortunately, this only oc-
curs about 10% of the time for the dominant background.

The next step is to see if pull is useful given the
full distribution of signal and background events at the
LHC. The pull angle for the full ZH → Zbb̄ signal and
Zbb̄ backgrounds still presents a strong discriminant, as
can be seen in Figure 5. Here, we have performed a
full simulation with madgraph 4.4.26 [14] and pythia

8.130 [15], including underlying event and hadronization.
We choose a parton-level cut of pT > 15 GeV for the
b quarks, find the jets with the anti-kT algorithm with
R = 0.7, require the reconstructed mass to be within a
20 GeV window around the Higgs mass (120 GeV), and
construct the pull angle on the radiation within each jet.

Next, let us consider some other possibilities. It is nat-
ural to look at higher moments, such as those contained
in the covariance tensor

C =
∑

i∈jet

piT |ri|
pjet
T

(

∆y2i ∆yi∆φi

∆φi ∆yi ∆φ2
i

)

. (2)
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FIG. 2: (a) The color flow in R-meson (g̃qq) decay due to
RPV gluino decay via an intermediate off-shell squark. (b)
and (c): The two physically distinct possibilities for color flow
in R-baryon (g̃qqq) decay. Forward/backward arrows indicate
color/anticolor, which are also indicated with r, g, b.

‘pulled’ towards other jets (or the beam) to which it is
color-connected. Furthermore, gluons have a larger color
charge than quarks and will produce on average a some-
what wider radiation pattern. A number of variables
make use of this to, for example, tag dipole-pairs of jets
and distinguish quarks from gluons [40, 42–45].

The color flow of gluino pair production is identical to
that of gluon pair production, with gluinos being color-
connected to the proton remnants in the beam. There-
fore, if the gluinos were stable, we would expect the R-
hadrons to be surrounded by a soft radiation pattern
not unlike that of gluon jets. However, for decaying R-
hadrons the situation is more interesting. Fig. 2 shows
the color flow of a decaying R-meson g̃qq and R-baryon
g̃qqq. Of the three hard jets from the decaying R-meson,
one forms a ‘mesonic’ singlet with one of the R-meson
remnant spectator quarks, while two form a ‘baryonic’
singlet with the other one of remnant quarks (a similar
pattern of color connection with the remnants holds for
decaying gluinoballs g̃g). For R-baryons, there are two

distinct possibilities: two baryonic singlets, one formed
out of one hard jet and two spectators and the other
formed out of two hard jets and one spectator; or three
mesonic singlets incorporating one hard quark each.
The resulting soft radiation pattern expected in the

decay of a boosted R-hadron is shown in strongly exag-
gerated schematic form in Fig. 3. The soft radiation field
(purple region) of the first round of hadronization (dur-
ing R-hadron formation) is contained in the center of the
fat jet, and might contain evidence of the initial gluino’s
color connection to the beam, indicated here by its left-
ward slant. However, this radiation field is extremely
soft, as well as subject to the possible shortcomings of
R-hadronization models, and it will not be our focus.
Superimposed on this initial radiation field is the result
of the R-hadron decay, and a second round of hadroniza-
tion to resolve the color connections amongst its decay
products. It is in the radiation fields of the three hard
subjets of the fat jet that it may be possible to find evi-
dence of the overall singlet nature of the R-hadron: there
should be an overall pull towards the center, and possi-
bly between two fat jets that form a baryonic singlet with
part of the remnant. While there is substantial overlap
in the signal and background distributions of color-flow
variables, we do find that aggressive cuts on color-flow
variables that isolate events with the patterns shown in
Fig. 3 are very helpful in improving signal-to-background
ratios for RPV gluino searches. Any such variable can
also be viewed as a generalization of existing dipole tag-
gers, and could also find application elsewhere.

B. Radial Pull

The distribution of the radiation field of a jet can be
measured with a variable called pull [40], defined as

�t =
�

i

piT |ri|
pjetT

�ri, (pull) (1)

where �r is a vector in the η − φ plane pointing from
the jet axis to the ith jet constituent, and pjetT (piT ) is
the transverse momentum of the jet (ith jet constituent).
The direction of the pull vector indicates an overall slant
in the jet’s radiation distribution, while the magnitude
contains limited information [40].
For a fat jet with N subjets, we can calculate the pull

vector for each subjet and combine them in a quantity
that we call radial pull, defined as

tr =
1

N

N�

j=1

t̂j · n̂j , (radial pull) (2)

where t̂j is the pull vector (normalized to unity) for the j-
th subjet and n̂j is the unit vector from the fat-jet center
to the subjet axis, i.e. the difference between the subjet’s
and fat-jet three-momentum vector, normalized to unity.
By definition, tr ∈ [−1, 1].
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FIG. 4: Left: Normalized distributions of the new color-flow variable radial pull (tr, Eq. (2)) for a gluino R-hadron with

mg̃ = 175 GeV decaying to three jets via RPV (red and orange); QCD (green) and tt̄ (cyan) backgrounds are also shown. The

signal is divided into two components: red (orange) corresponds to events in which the hardest two fat jets are aligned (are

not aligned) within ∆R = 0.3 of the two gluino R-hadrons at the MC truth level. The red distribution is dominated by events

where both fat jets reconstruct a decaying gluino, and thus constitute “good” (T) signal events, whereas the orange distribution

shows events where the fat jets do not reconstruct a decaying gluino and are “bad” (F) signal events. For each event with

two hard fat jets, the larger of the two radial pulls is shown in the histogram. The inset table shows the absolute sizes of the

different samples, normalized to the number of expected events at LHC8 with 20 fb
−1

. Basic generator- and trigger-level cuts

have been included, same as for Fig. 10 (a). Error bars indicate MC statistical uncertainty.

Right: Same as plot on left, but now showing the normalized distribution of the new color-flow variable axis-contraction (Aββ�

N

with β = 2,β�
= 1, N = 3) for mg̃ = 650 GeV. An equivalent set of cuts has been applied, same as for Fig. 7 (a). In both cases

the distribution of the good signal events differs markedly from the other (background) distributions.
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of the top-mass gluino analysis outlined in Section IVD have
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not form R-hadrons before decaying.

weighted by the distance to a set of N axes,

τβN ≡ 1

d0

�

i

pT imin
�
(∆R1,i)

β , . . . , (∆RN,i)
β
�
, (4)

d0 =
�

i

pT i R
β
0 , (5)

where R0 is the fat-jet radius and the sum is over all jet
constituents i. τβN characterizes how well the radiation

in the jet is aligned along these N chosen axes, which are
labelled by a = 1, . . . , N . ∆Ra,i is the distance in the
η − φ plane between axis a and constituent i, and the
axes are chosen in each instance to minimize the value of
τβN [39] unless indicated otherwise. (This is implemented
in the FastJet N -subjettiness plug-in [39] and provides
substantially better discriminating power in boosted par-
ticle taggers than when the N -subjettiness axes are cho-
sen using a traditional jet clustering algorithm such as
anti-kT) [37].) β determines the weighting in the sum of
radiation far from the axes; typically β ∼ 1− 2.
By comparing values of τN for different N , it is pos-

sible to characterize the number of subjets in the event.
For example, if τ21 ≡ τ2/τ1 � 1, the radiation in the
jet is clustered around two separate axes within the
jet, implying that the jet contains two prominent sub-
jets. By contrast, if τ21 ∼ 1, then the radiation is dis-
tributed fairly evenly around the central jet axis and is
not well characterized by two subjets. The ratio τ21 is
useful for tagging jets from the decay of a boosted W -
boson, whereas the ratio τ32 ≡ τ3/τ2 can isolate jets with
three distinct subjets, which is useful to tag boosted top
quarks [37, 39, 72, 74] as well as boosted RPV gluino
decays, as we show below.

Varying the parameter β changes the sensitivity of τβN
to radiation far from the N -subjettiness axes, and can
therefore probe the shape of the radiation inside the fat
jet. This provides a sensitivity not just to the num-
ber of ‘hard subjet-like structures’ in a fat jet (which
might be accessed by reclustering) but also to the shape
of their radiation patterns. Traditionally, this has been
exploited in top-taggers [37, 39] by setting β ≈ 1 to make
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Reducing the Space of Observables

space of observables is unlimited, and the number 
of proposed observables is trending that way

but in MVA studies, typically only 2 or 3 variables 
have an impact on ROC

• huge projection
from theory space

• validating new
observables requires
lots of work for
experimentalists

when new observables are proposed, will they have 
any additional impact? which observables are most 
orthogonal, and why? 
[crucial in design/implementation efficiency]
needs good theory ideas; active area of research

theory space 
for observables

useful discriminants
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MULTIPLICITY VARIABLES 

• Charged Multiplicity 

• Neutral Multiplicity 

• Total Multiplicity 

WIDTH VARIABLES 

• RMS of PFCandidate !-" spread (#) 

• Major axis of !-" matrix (#1) 

• Minor axis of !-" matrix (#2) 

ENERGY SHARING VARIABLES 

• Pull  

• R 

• pTD

Three Variables for the Discriminator

$8

Gluon Jet Rejection
0 0.2 0.4 0.6 0.8 1

Q
ua

rk
 J

et
 E

ffi
cie

nc
y

0

0.2

0.4

0.6

0.8

1

 < 100 GeV
T

80 < p
D

T
p

1!

2!

!
Charged Mult.
Neutral Mult.
Total Mult.
Pull
R
Quark-Gluon Likelihood

 = 8 TeVsCMS Simulation Preliminary,  

| < 2"|

Pythia6 
QCD MC



Reducing the Space of Observables

space of observables is unlimited, and the number 
of proposed observables is trending that way

but in MVA studies, typically only 2 or 3 variables 
have an impact on ROC

• huge projection
from theory space

• validating new
observables requires
lots of work for
experimentalists

when new observables are proposed, will they have 
any additional impact? which observables are most 
orthogonal, and why? 
[crucial in design/implementation efficiency]
needs good theory ideas; active area of research

theory space 
for observables

useful discriminants

Francesco Pandolfi Boston Jet Physics Workshop, 21.01.14

MULTIPLICITY VARIABLES 

• Charged Multiplicity 

• Neutral Multiplicity 

• Total Multiplicity 

WIDTH VARIABLES 

• RMS of PFCandidate !-" spread (#) 

• Major axis of !-" matrix (#1) 

• Minor axis of !-" matrix (#2) 

ENERGY SHARING VARIABLES 

• Pull  

• R 

• pTD

Three Variables for the Discriminator

$8

Gluon Jet Rejection
0 0.2 0.4 0.6 0.8 1

Q
ua

rk
 J

et
 E

ffi
cie

nc
y

0

0.2

0.4

0.6

0.8

1

 < 100 GeV
T

80 < p
D

T
p

1!

2!

!
Charged Mult.
Neutral Mult.
Total Mult.
Pull
R
Quark-Gluon Likelihood

 = 8 TeVsCMS Simulation Preliminary,  

| < 2"|

Pythia6 
QCD MC



Outline

32

CMS Simulation, 

Top Tag Efficiency
0 0.1 0.2 0.3 0.4 0.5

M
is

ta
g 

R
at

e

-410

-310

-210

-110

Matched parton
 > 400 GeV/c

T
p

M
is

ta
g 

R
at

e -110

Reconstructed Jet Charge (e)

Ev
en

ts
/0

.0
7e

0

100

200

300

400

500

600

700 ATLAS Preliminary
-1 L dt = 5.8 fb! = 8 TeV, s

=1.0"

 Data 2012+µ

 Data 2012-µ

t MC@NLO t+µ

t MC@NLO t-µ

 Background (MC)+µ

 Background (MC)-µ

Jet Charge [e]
-1 0 1

Da
ta

/M
C

0

1

2

W charge

tagging

0 50 100 150 200 250 300
0.00

0.05

0.10

0.15

0.20

0.25

m jet !GeV"

Re
la
tiv
e
oc
cu
rr
en
ce

Event shape trimming , f cut !0.05
Tree trimming , f cut !0.05
No trimming

(a)

0 50 100 150 200 250 300
0.00

0.02

0.04

0.06

0.08

0.10

0.12

m jet !GeV"

Re
la
tiv
e
oc
cu
rr
en
ce

Event shape trimming , f cut !0.05
Tree trimming , f cut !0.05
No trimming

(b)

Figure 13: Boosted top sample (left) and corresponding QCD background (right) from the

BOOST 2010 event samples [14]. For ordinary tree trimming, we identify jets anti-kT jets with

R = 1.0 and pT cut = 200 GeV, and then applying trimming with Rsub = 0.3 and fcut = 0.05.

For shape trimming, we apply event-wide trimming using the same Rsub and fcut parameter

before clustering with anti-kT . In both cases, we plot the masses of the two hardest jets per

event.

pT cut = 200 GeV and trim with Rsub = 0.3 and fcut = 0.05. For shape trimming, we use

the same set of parameters to trim the entire event according to weights from Eq. (4.6), and

then build anti-kT jets with R = 1.0 and pT cut = 200 GeV. We see that the behavior of both

trimming methods is very similar, and that both methods emphasize the boosted top mass

peak while suppressing the high-mass QCD background. Jet shape trimming is not shown in

Fig. 13 as it performs very similarly to event shape trimming.

One important application for trimming is pileup mitigation [55, 56]. To study its ef-

fectiveness, we take our sample of Z(→ νν) + j events from Sec. 2 and overlay NPV soft

QCD events generated with Pythia 8.157 [41].15 We consider three options: ordinary tree

trimming, shape trimming applied to the individual jets (jet shape trimming), and shape

trimming applied to the entire event (event shape trimming). Fig. 14 shows the average of

the hardest jet mass as a function of NPV, where the jets are built using anti-kT with R = 1.0

and pT cut = 500 GeV. Taking Rsub = 0.3 in all cases, we find a comparable degree of stability

against pileup for tree trimming with fcut = 0.05 (as was done in Ref. [56]), jet shape trim-

ming with fcut = 0.07, and event shape trimming with fcut = 0.07. Note that event shape

trimming has the largest variation with NPV, as expected since pT i,R is typically lower than

pT jet, and therefore does not groom as aggressively. Part of the reason we need a different

fcut value for tree trimming versus shape trimming is that the effective subjet areas of the

two methods are different.
15
Here, the minimum pT for the hard process at generator level has been reset to ppartonTcut = 350 GeV.
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Figure 13: Boosted top sample (left) and corresponding QCD background (right) from the

BOOST 2010 event samples [14]. For ordinary tree trimming, we identify jets anti-kT jets with

R = 1.0 and pT cut = 200 GeV, and then applying trimming with Rsub = 0.3 and fcut = 0.05.

For shape trimming, we apply event-wide trimming using the same Rsub and fcut parameter

before clustering with anti-kT . In both cases, we plot the masses of the two hardest jets per

event.

pT cut = 200 GeV and trim with Rsub = 0.3 and fcut = 0.05. For shape trimming, we use

the same set of parameters to trim the entire event according to weights from Eq. (4.6), and

then build anti-kT jets with R = 1.0 and pT cut = 200 GeV. We see that the behavior of both

trimming methods is very similar, and that both methods emphasize the boosted top mass

peak while suppressing the high-mass QCD background. Jet shape trimming is not shown in

Fig. 13 as it performs very similarly to event shape trimming.

One important application for trimming is pileup mitigation [55, 56]. To study its ef-

fectiveness, we take our sample of Z(→ νν) + j events from Sec. 2 and overlay NPV soft

QCD events generated with Pythia 8.157 [41].15 We consider three options: ordinary tree

trimming, shape trimming applied to the individual jets (jet shape trimming), and shape

trimming applied to the entire event (event shape trimming). Fig. 14 shows the average of

the hardest jet mass as a function of NPV, where the jets are built using anti-kT with R = 1.0

and pT cut = 500 GeV. Taking Rsub = 0.3 in all cases, we find a comparable degree of stability

against pileup for tree trimming with fcut = 0.05 (as was done in Ref. [56]), jet shape trim-

ming with fcut = 0.07, and event shape trimming with fcut = 0.07. Note that event shape

trimming has the largest variation with NPV, as expected since pT i,R is typically lower than

pT jet, and therefore does not groom as aggressively. Part of the reason we need a different

fcut value for tree trimming versus shape trimming is that the effective subjet areas of the

two methods are different.
15
Here, the minimum pT for the hard process at generator level has been reset to ppartonTcut = 350 GeV.
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can we understand jet grooming 
from a more analytic and less 

algorithmic point of view?
same for jet algorithms?

are there choices for subjet axes 
that will give more 

calculable/robust observables?
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Figure 1: Kinked broadening axes b̂L and b̂R. While we will use the thrust axes t̂L

and t̂R to partition the event into left (HL) and right (HR) hemispheres, we measure the

angularities with respect to the broadening axis in each hemisphere.

(where the resulting axis is called the spherocity axis [27]). The hard-collinear dijets need

not be back-to-back due to wide-angle emissions of soft radiation, so to have a recoil-free

observable, it is necessary to define two independent broadening axes. In order to more

easily compare results between broadening and thrust in Sec. 6, we will partition the event

into a left hemisphere HL and a right hemisphere HR using the thrust axis, such that the

event-wide angularities with respect to two arbitrary axes n̂L and n̂R are

τ (β)event =
1

Eevent




�

i∈HL

Ei

�
2 sin

θi,n̂L

2

�β

+
�

i∈HR

Ei

�
2 sin

θi,n̂R

2

�β


 ≡ τ (β)
L

+ τ (β)
R

. (2.3)

When clear from context, we will often drop the “event” subscript. We can then find the

broadening axes b̂L and b̂R separately in each hemisphere using Eq. (2.2).6 In general b̂L
and b̂R will not be back-to-back, so we will refer to them as kinked broadening axes, as

shown in Fig. 1. This is in contrast to thrust, where t̂L = −t̂R in the e
+
e
− center-of-mass

frame by momentum conservation.

6
It is a bit unsatisfying that Eq. (2.3) depends on both the broadening and thrust axes. An alternative

approach is to minimize 2-jettiness with a suitably chosen measure [29, 31]:

2-jettiness τ (β)
2 : τ (β)

2 =
1

Eevent

�

i∈event

Ei min

��
2 sin

θi,n̂L

2

�β

,

�
2 sin

θi,n̂R

2

�β
�
, (2.4)

Broadening axes b̂L, b̂R : b̂i = n̂i with min
n̂L,n̂R

τ (1)
2 . (2.5)

The minimum inside the sum in τ (1)
2 effectively partitions the event into two regions, and b̂i is the broadening

axis for the i-th region. Note that the two axes b̂L and b̂R still partition the event into hemispheres separated

by a plane, though the b̂i are not perpendicular to that plane. One can think of these broadening hemispheres

as being a rotation of the usual thrust hemispheres. For the event shape, these distinctions do not matter,

since the total angularity is unchanged regardless what hemisphere a boundary parton is assigned. Because

the distributions for τ (β)
2 and τ (β)

event are the same to leading power, we will stick with the thrust partitioning

for convenience.
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FIG. 1: Different kinematic situations and relevant scales for the case of three jets with invariant mass m. On the left, the
invariant masses between any two jets are comparable, sij = 2qi · qj ∼ Q2, and the only relevant scales are Q, m, and m2/Q.
On the right, the dijet invariant mass between jets 1 and 2, t = 2q1 · q2, is parametrically smaller than that between any other
pair of jets, so there are two more relevant scales,

√
t and m2/

√
t.

illustrated in Fig. 1(b) for the case of three jets. We are
interested in the dijet invariant mass mjj between the
two close jets, which is much smaller than the other di-
jet invariant masses of order Q, but much larger than
the invariant mass m of the individual jets, i.e., there
is a hierarchy of scales m " mjj " Q. In this case,
the cross section contains two types of logarithms, those
related to the mass of the jets, ln2(m/Q), as well as kine-
matic logarithms ln2(mjj/Q). For mjj ∼ Q, all jets are
well separated, as in Fig. 1(a), and the jet-mass loga-
rithms ln2(m/Q) in the exclusive jet cross section can
be resummed [3–7] using soft-collinear effective theory
(SCET) [8–11].
In this paper, we construct a new effective theory,

SCET+, which is valid in the limit m " mjj " Q. The
added complication in this case arises from the fact that
one needs to separate the soft radiation within a given jet
from the radiation between the two close jets, giving rise
to two different scales. In regular SCET, both of these
processes are described by the same soft function, which
therefore contains multiple scales. Soft functions with
multiple scales have been observed in SCET before, and
it has been suggested that this requires one to “refac-
torize” the soft function into more fundamental pieces
depending on only a single scale. This was first pointed
out in Ref. [5]. Here we explicitly construct for the first
time an effective theory that accomplishes a refactoriza-
tion of the soft sector and separates different scales in a
soft function. Using SCET+, we derive the factorization
of multijet processes in the limit m " mjj " Q, where
each function in the factorization theorem depends only
on a single scale. The renormalization group evolution in
SCET+ then allows us to sum all large logarithms aris-
ing from this scale hierarchy, including those in the soft
sector.
It is worthwhile to note that the multijet events we con-

sider in this paper are part of a broader class of kinematic
configurations that give rise to multiple disparate scales.
The case we address here of small dijet invariant masses
belongs to the class of configurations for which the kine-

matics of the final-state jets introduces additional kine-
matic scales. In our case this gives rise to large logarithms
of ratios of dijet masses ln(mjj/Q). Other configurations
which give rise to large kinematic logarithms, such as
those with a hierarchy of jet pT s, may require a different
effective-theory treatment, which we leave to future work.
These kinematic logarithms are in contrast to so-called
“nonglobal” observables [12], which introduce additional
scales by imposing parametrically different cuts in differ-
ent phase space regions. This corresponds for example
to a hierarchy between individual jet masses mi " mj ,
giving rise to logarithms of the form ln(mi/mj). The
structure of such logarithms has been recently explored
using SCET in Refs. [13, 14].
In the next section, we explain the physical picture

of the effective-theory setup. In Sec. III, we discuss the
construction of SCET+, which requires a new mode with
collinear-soft scaling to properly describe the soft radia-
tion between the two close jets. As an explicit example of
the application of SCET+, we consider the simplest case
of e+e−→ 3 jets, for which in Sec. IV we derive the fac-
torized cross section in the limit m " mjj " Q, and in
Sec. V we obtain all ingredients at next-to-leading order
(NLO). In Sec. V, we also discuss the consistency of the
factorized result in SCET+, and show how the usual 3-jet
hard and soft functions in SCET are separately factor-
ized into two pieces each. Readers not interested in the
technical details of this example can skip over Secs. IV
and V. In Sec. VI, we generalize our results to the case
of pp → N jets plus leptons. In Sec. VII, we present nu-
merical results for the dijet invariant mass spectrum for
e+e−→ 3 jets with all logarithms of m/Q and mjj/Q re-
summed at next-to-leading logarithmic (NLL) order. We
conclude in Sec. VIII.

can we calculate at least the 
leading properties of shape 

observables, e.g. N-subjettiness?

here we know the physics, 
but calculations are hard

here we know the physics, 
but meaningful conclusions for 

phenomenology have not been made

here the physics is being clarified
(major steps taken)
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lessons to be learned 
from basic calculations

what can we calculate, 
and how to we inform 
observable design?

calculationsobservables MC generators

many interesting 
observables defined

when do/don’t 
they overlap?

experiments are good 
at identifying when MC 

is not reliable

how do we solve these 
problems? improved 
MC accuracy? better 

approaches (e.g. q/g)?

lots of impressive observables, calculations
(great heavy ion results not discussed here)



Conclusions

Trends:

• Observables being refined with improved theoretical understanding

• Experiments maximizing potential of tools; great idea-to-validation pipeline

Needs:

• Better understanding of why different techniques do/don’t overlap

• Will reduce the theory space of substructure, clarify understanding, 
help develop high-caliber methods

• More theory studies of substructure variables/methods

• Simple results can lead to improved tools

• Quark/gluon tagging is a prime candidate for progress
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