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Jet-veto cross sections: why?
Experimental analyses involving the Higgs select exclusive jet samples 

                  : the zero-jet bin is least 
contaminated by huge top-antitop 
background

H ! WW Two-jet exclusive samples needed 
to separate VFB from gluon fusion



The zero-jet cross section

X
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Higgs plus zero-jets at fixed order
The Higgs cross section in gluon fusion has been computed at very high 
accuracy  

!

!

!

!

!

!

Uncertainties in the Higgs total cross section         are small, of order 7-8% 

These calculations are implemented in computer codes (FEHiP, HNNLO) 
producing exclusive events     directly compute            at NNLO 

First steps have been made towards NNNLO  
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Need for resummation
At fixed-order, various ways of treating uncertainties (scale variations, 
Stewart-Tackmann, efficiency method) give different results 

!

!

!

!

!

!

!

Resummation of large logarithms                         needed to have stable 
predictions in the region considered at the LHC 

ln(mH/p
t,veto)

, R=0.5

p
t,veto ' 25� 30GeV



NNLL+NNLO resummations
NNLL resummation matched to NNLO is implemented in the code JetVHeto 
http://jetvheto.hepforge.org/ 

The same result has been obtained by two groups in the framework of Soft-
Collinear Effective Theory (SCET) 

!

!

!

Ingredients beyond NNLL accuracy 

Effect of top and bottom masses in loops

Further improvements:
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Predictions for jet-veto efficiency

Reduction of theoretical uncertainty from NNLO to NNLL+NNLO 

Uncertainty would be further reduced with a larger jet radius
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Uncertainties: JVE method
Jet-veto efficiency (JVE) method for theoretical uncertainties  

Compute the zero-jet cross section from 

Treat uncertainties in         and                 as uncorrelated    

!

!

!

!

!

Uncertainties still sizeable at NNLL+NNLO, large corrections expected from 
H+1jet@NNLO (gg published, full only preliminary results by BCMPS)
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e.g. R = 0.4, p
t,veto = 25GeV :

��0�jet ⇠ 10%

�⇥0�jet ⇠ 13.8%

�⇥0�jet ⇠ 12.8%

[NNLL+NNLO]

[NNLL+NNLO + JVE             ]�NNLO
tot

[NNLL+NNLO + JVE               ]�HXSWG
tot

[Boughezal Caola Melnikov Petriello Schulze JHEP 06 (2013) 072 ]
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Uncertainties: NNNLLp predictions
NNNLLp predictions include terms beyond NNLL 

Uncertainties in           : variation of all scales by a factor of two around        
and estimate of missing NNNLL R-dependent terms                   
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Figure 8: Resummed predictions for the leading-power jet-veto cross section at NLL (orange),
NNLL (red), and N3LLp order (green).

NLL band, and there is a rather substantial gap between them. The origin of the large scale
dependence of the NNLL order bands at small R can be traced back to the behavior of the
two-loop anomaly coefficient dveto2 (R) given in (16), which is plotted in Figure 9 in units of the
coefficient dA2 appearing in the resummation formula for the transverse-momentum distribu-
tion of Higgs bosons at low qT ≪ mH [43]. Whereas dveto2 (R)/dA2 is of modest size for R ! 0.8,
this ratio quickly increases as R decreases, and it reaches a very large value dveto2 (R)/dA2 ≈ 8.7
for R = 0.2. The origin of this effect can be understood from the presence of the lnR term
in the expression for the function f(R) in (17), which becomes large for such small values
of the jet radius. Note that the dveto2 (R) term first appears at NNLL order, and that the µ
dependence of the running coupling in the anomaly term

exp

[

−
dveto2 (R)
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αs(µ)

π
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ln
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pvetoT

]

≈ exp

[

1.21
dveto2 (R)

dA2
α2
s(µ) ln

mH

pvetoT

]

(68)

contained in the hard function H̄ in (19) only gets compensated at N3LL order. For pvetoT =
25GeV and R = 0.2, the exponent approximately equals 17α2

s(µ). Since the NLL band com-
pletely misses this genuine source of large scale dependence, it underestimates the perturbative
uncertainties for small R. To reduce the scale variations of the NNLL band, it is necessary
to perform the resummation at N3LLp order, as we do in the present work. The fact that
the green bands in Figure 8 are narrower than at NNLL order and fall between the NLL and
NNLL bands gives us confidence that at N3LLp order, and for R ≥ 0.4 not too small, one
captures the main corrections and obtains reliable predictions and error estimates.

In order to substantiate this claim, we study the scale variations of the different ingredients
in the factorization formula (18) separately. The top panels in Figure 10 show the residual scale

27

 [Becher Neubert Rothen JHEP 10 (2013) 125]

�0�jet mH

e.g. R = 0.4, p
t,veto = 25GeV : ��0�jet ⇠ 9%

Results include resummation of       in 
virtual corrections: total cross section 
different from 

⇡2

�HXSWG
tot



Uncertainties: NNLL’+NNLO
Uncertainties on            are evaluated by varying all scales around        with 
profiling functions   

Theory uncertainty reduced by performing      resummation        

�0�jet mH

17
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FIG. 7: The 0-jet cross section for R = 0.4 and mH = 125GeV. On the left we show the NLLpT , NLL′
pT+NLO, and

NNLL′
pT+NNLO predictions. A good convergence and reduction of uncertainties at successively higher orders is observed. On

the right we compare our best prediction at NNLL′
pT+NNLO to the fixed NNLO prediction. The lower plots show the relative

uncertainty in percent for each prediction. On the lower left the lighter inside bands show the contribution from ∆resum only,
while the darker outer bands show the total uncertainty from adding ∆resum and ∆µ in quadrature.

ues for σ0(pcutT , R) with both theoretical uncertainties:

σ0(25GeV, 0.4) = 12.67± 1.22pert ± 0.46clust pb ,

σ0(30GeV, 0.5) = 13.85± 0.87pert ± 0.24clust pb . (74)

It is interesting to compare our results and uncertain-
ties for σ0 to the NNLL+NNLO results presented ear-
lier in Ref. [9]. Our results build on their results in a
few ways. In particular, our RG approach includes π2

resummation, our results are quoted as NNLL′ because
they go beyond NNLL by including the complete NNLO
singular terms in the fixed-order matching (which are the
correct boundary conditions for the N3LL resummation),
and finally we use a factorization based approach to un-
certainties, which also makes predictions for the correla-
tions between the different jet bins.
Comparing σ0 at pcutT = 25GeV and R = 0.4 our cen-

tral values agree with those in Ref. [9], and are well within
each other’s uncertainties. Our perturbative uncertainty
of 9.6% is a bit smaller than the 13.3% uncertainty for
σ0 of Ref. [9] which seems reasonable given the above

mentioned additions. One important ingredient in this
comparison is the inclusion of the π2 resummation which
improves the convergence of our results and decreases our
uncertainty. On the other hand, in Ref. [9] the central
scale is chosen to be µFO = mH/2 which also works in the
same direction, decreasing the uncertainty relative to the
choice µFO = mH . For the total cross section Ref. [9] has
a 7.4% uncertainty, whereas we have 6.9% uncertainty
using µFO = mH and including π2 resummation (see Ta-
ble II). From Table IV in appendix App. A we see that
our perturbative uncertainty for σ0(25GeV, 0.4) would
increase to 12.8% if the π2 resummation were turned off
(while still taking the central µFO = mH), and that at
this level the uncertainty would become comparable to
that of Ref. [9]. For pcutT = 30GeV and R = 0.5 our
central values remain perfectly compatible with Ref. [9],
and the uncertainties follow a pattern similar to the case
above.
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FIG. 11: The 0-jet cross section for mH = 125GeV and R = 0.4 using the real scale setting µH = µFO, which excludes the π2

resummation. The poor convergence of the hard function results in larger uncertainties and a poorer convergence of the cross
section at all values of pcutT .

σ≥0 [pb] σ0(pcutT ) [pb] σ≥1(p
cut
T ) [pb] ϵ0(pcutT )

NLL′
pT

+NLO

pcutT = 25GeV 14.57 ± 2.91 (20.0%) 8.96 ± 2.44 (27.2%) 5.61± 2.44 (43.5%) 0.615 ± 0.136 (22.1%)

pcutT = 30GeV 14.57 ± 2.91 (20.0%) 10.08 ± 2.62 (26.0%) 4.49± 2.32 (51.7%) 0.692 ± 0.138 (19.9%)

NNLL′
pT

+NNLO (R = 0.4)

pcutT = 25GeV 18.38 ± 1.91 (10.4%) 12.44 ± 1.59 (12.8%) 5.94± 1.32 (22.2%) 0.677 ± 0.059 (8.8%)

pcutT = 30GeV 18.38 ± 1.91 (10.4%) 13.54 ± 1.71 (12.6%) 4.84± 1.13 (23.4%) 0.737 ± 0.055 (7.4%)

NNLL′
pT+NNLO (R = 0.5)

pcutT = 25GeV 18.38 ± 1.91 (10.4%) 12.14 ± 1.50 (12.4%) 6.24± 1.29 (20.7%) 0.661 ± 0.056 (8.4%)

pcutT = 30GeV 18.38 ± 1.91 (10.4%) 13.29 ± 1.63 (12.2%) 5.09± 1.12 (21.9%) 0.723 ± 0.052 (7.2%)

NNLL′
pT+NNLO (R = 0.7)

pcutT = 25GeV 18.38 ± 1.91 (10.4%) 11.69 ± 1.41 (12.1%) 6.68± 1.33 (19.9%) 0.636 ± 0.055 (8.6%)

pcutT = 30GeV 18.38 ± 1.91 (10.4%) 12.91 ± 1.54 (11.9%) 5.47± 1.18 (21.6%) 0.703 ± 0.052 (7.5%)

TABLE IV: Predictions for various cross sections with real scale setting µH = µFO and µFO = mH as central scale.
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Zero-jet summary

All results are compatible within uncertainties 

Theoretical uncertainties are between 10% and 15% 

Inclusion of mass effects increases the uncertainty

BMSZ

B’NR n/a

STWZ’

BMZ

�0�jet(25GeV, R = 0.4) [pb] �0�jet(30GeV, R = 0.5) [pb]

large-

mt,mbexact

mtlarge-

mtlarge-

mt

11.81± 1.51 12.86± 1.47

11.59± 1.72 12.64± 1.79

12.67± 1.22pert(±0.46clust) 13.85± 0.87pert(±0.24clust)

11.25+0.77
�1.25

(+0.65)
(�1.15)

LHC                      MSTW2008NNLO
p
s = 8TeV

Comparing the various approaches is difficult because of different values of  �
tot



Across jet bins with JVE
The JVE method can be generalised to arbitrary jet multiplicities 

!

Uncertainties in the efficiency require considering different schemes to 
define the efficiency in terms of total cross sections 

The method does not need modification when resummed predictions 
become available 

The correlation matrix                                              can be computed by 
considering                as uncorrelated 

�
0�jet

= ✏ �
tot

�
1�jet

= ✏
1

(1� ✏)�
tot

��2�jets

= (1� ✏
1

)(1� ✏)�
tot

Cov[�
tot

,��1�jet

,��2�jets

]

⇥
tot

, �, �
1

 [Les Houches proceedings 1405.1067]



Across jet bins with BLPTW
Combination of resummed predictions and fixed-oder for different jet 
multiplicities 

!

!

Problem: the one-jet cross section can be resummed only for 

 [Boughezal Liu Petriello Tackmann Walsh JHEP 10 (2013) 125]
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H+1jet cross section

Ecm = 8 TeV
pTcut = 30 GeV

1-jet direct resum
≥1-jet resum - 2-jet FO
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Considerable reduction of theoretical uncertainties with resummation

e.g. R = 0.4, p
t,veto = 25GeV :

Also here the total cross section includes      resummation and differs from HXSWG ⇡2

�⇥NLO
1�jet ⇠ 40% ! �⇥BLPTW

1�jet ⇠ 16.5%



Uncertainties at the LHC
Comparison among different methods

anti� k
t

jets, R = 0.4, p
t,veto = 25 GeV

David Hall (Oxford) LHC HXSWG Jets Meeting, 24th January 2014

Compare cross sections
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Boosted Higgs searches
It all started with the Higgs, twenty years ago 

!

!

!

!

!

!

!

!

!

Famous 2008 BDRS paper, showing discovery potential for a 120 GeV 
Higgs in VH production at LHC14
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Boosted strategy
Suppose we have a Higgs with  

!

!

!

!

!

!

The angular separation between the decay products decreases with 
increasing transverse momentum
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Boosted strategy
Suppose we have a Higgs with  

!

!

!

!

!

!

The angular separation between the decay products decreases with 
increasing transverse momentum 

!

!

Two b-jets fall into the same “fat” jet
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A variety of taggers
Here are some of the tools/taggers employed to investigate jet substructure

September 2014Analytic Jet Substructure

Very active research field

5

Some taggers and jet-substructure observables

Jet Declustering

Jet Shapes

Matrix−Element

Seymour93

YSplitter

Mass−Drop+Filter

JHTopTagger TW

CMSTopTagger

N−subjettiness (TvT)

CoM N−subjettiness (Kim)

N−jettiness

HEPTopTagger
(+ dipolarity)

Trimming

Pruning

Planar Flow

Twist

ATLASTopTagger

Templates

Shower Deconstruction

Qjets

Multi−variate tagger

ACF

apologies for omitted taggers, arguable links, etc.

Gavin Salam (CERN/Princeton/CNRS) Boost Theory Summary Boost 2012-07-27 6 / 33

Some of the tools developed 
for boosted W/Z/H/top  

reconstruction

FisherJets

from  G. Salam



What do the taggers do?
A tagger for jet substructure should 

clean the jets from soft junk 

identify the sub-jets from the decay products of a heavy particle 

discriminate between signal jets and “boring” QCD jets 

be robust again initial-state radiation and non-perturbative effects 
(hadronisation, underlying event)

Matteo Cacciari - LPTHE Collider Phenomenology 2011 - 19 April 2011 - Cambridge, UK

Boosted Higgs tagger

45

Butterworth, Davison, Rubin, Salam, 2008pp &ZH & ''bb

Start with the 
hardest jet

Use C/A with 
large R=1.2

m = 150 GeV

G
. S

al
am

- -

Matteo Cacciari - LPTHE Collider Phenomenology 2011 - 19 April 2011 - Cambridge, UK

Filtering in action

50

Only keep the nfilt 
hardest jets

The low-momentum stuff surrounding the hard particles has been removed

G
. S
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am



Compare three different taggers
Trimming 

!

!

!

Pruning 

!

!

!

Mass-drop tagger (MDT)

September 2014Analytic Jet Substructure

study 3 taggers/groomers

7

Trimming

Cannot possibly study all tools 
These 3 are widely used

Recluster

on scale Rsub

discard subjets

with < zcut pt

September 2014Analytic Jet Substructure

study 3 taggers/groomers

7

Trimming

Cannot possibly study all tools 
These 3 are widely used

Recluster

on scale Rsub

discard subjets

with < zcut pt

Pruning
jet mass/pt
sets Rprune discard large-angle

soft clusteringsRecluster

September 2014Analytic Jet Substructure

study 3 taggers/groomers

7

Trimming

Cannot possibly study all tools 
These 3 are widely used

Recluster

on scale Rsub

discard subjets

with < zcut pt

Mass-drop tagger (MDT, aka BDRS)

decluster &

discard soft junk

repeat until 

find hard struct

Pruning
jet mass/pt
sets Rprune discard large-angle

soft clusteringsRecluster

[Krohn Thaler Wang JHEP 02 (2010) 084]

[Ellis Vermilion Walsh PRD80 (2009) 051501, PRD81 (2010) 094023]

[Butterworth Davison Rubin Salam PRL 100 (2008) 242001]
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Figure 1. The distribution of ⇢ = m

2
/(p2tR

2) for tagged jets, with three taggers/groomers: trim-
ming, pruning and the mass-drop tagger (MDT). The results have been obtained from Monte Carlo
simulation with Pythia 6.425 [17] in the DW tune [38] (virtuality-ordered shower), with a minimum
pt cut in the generation of 3TeV, for 14TeV pp collisions, at parton level, including initial and
final-state showering, but without the underlying event (multiple interactions). The left-hand plot
shows qq ! qq scattering, the right-hand plot gg ! gg scattering. In all cases, the taggers have
been applied to the two leading Cambridge/Aachen [39, 40] jets (R = 1.0). The parameters chosen
for mass-drop (ycut = 0.09, µ = 0.67), pruning (zcut = 0.1, Rfact = 0.5) and trimming (zcut = 0.05,
Rsub = 0.3) all correspond to widely-used choices.

observation is that all three methods are identical to the plain jet mass for ⇢ & 0.1. At that

point, pruning and MDT have a kink, and in the quark-jet case exhibit a flat distribution

below the kink. Trimming has a kink at a lower mass value, and also then becomes flat.

For gluon jets, the kinks appear in the same location, but below the kink there is no flat

region. Pruning and trimming then each have an additional transition point, at somewhat

smaller ⇢ values, below which they develop peaks that are reminiscent (but at lower ⇢) of

that of the plain jet mass. Knowing about such features can be crucial, for example in data-

driven background estimates, where there is often an implicit assumption of smoothness of

background shapes. In this context one observes that for the upper-range of pt’s that the

LHC will eventually cover, pt & 3TeV, the lower transition points of pruning and trimming

occur precisely in the region of electroweak-scale masses.1

To our knowledge the similarities and di↵erences observed in Fig. 1 have not been sys-

tematically commented on before, let alone understood. Questions that one can ask include:

why do the taggers/groomers have these characteristic shapes for the mass distributions?

1At this point, a question arises of whether the LHC experiments are able to accurately measure EW-

scale masses for TeV-scale jets. Challenges can arise, for example in terms of the angular resolution of the

hadronic calorimeter, which may be relevant with current experimental reconstruction methods. Work in

Ref. [41], however, suggests that with full use of information from tracking and electromagnetic calorimetry,

which have higher angular resolution, good mass resolution for multi-TeV scale jets may well be possible.

– 3 –

Jet-mass with different taggers
Compare the invariant mass distribution of background QCD jets 

Dimensionless variable 
for QCD studies

The actual jet mass

Down to masses of the order 
of the EW scale all taggers 
seem to be doing the same 

 [Dasgupta Fregoso Marzani Salam JHEP 09 (2013) 029]
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Figure 1. The distribution of ⇢ = m

2
/(p2tR

2) for tagged jets, with three taggers/groomers: trim-
ming, pruning and the mass-drop tagger (MDT). The results have been obtained from Monte Carlo
simulation with Pythia 6.425 [17] in the DW tune [38] (virtuality-ordered shower), with a minimum
pt cut in the generation of 3TeV, for 14TeV pp collisions, at parton level, including initial and
final-state showering, but without the underlying event (multiple interactions). The left-hand plot
shows qq ! qq scattering, the right-hand plot gg ! gg scattering. In all cases, the taggers have
been applied to the two leading Cambridge/Aachen [39, 40] jets (R = 1.0). The parameters chosen
for mass-drop (ycut = 0.09, µ = 0.67), pruning (zcut = 0.1, Rfact = 0.5) and trimming (zcut = 0.05,
Rsub = 0.3) all correspond to widely-used choices.

observation is that all three methods are identical to the plain jet mass for ⇢ & 0.1. At that

point, pruning and MDT have a kink, and in the quark-jet case exhibit a flat distribution

below the kink. Trimming has a kink at a lower mass value, and also then becomes flat.

For gluon jets, the kinks appear in the same location, but below the kink there is no flat

region. Pruning and trimming then each have an additional transition point, at somewhat

smaller ⇢ values, below which they develop peaks that are reminiscent (but at lower ⇢) of

that of the plain jet mass. Knowing about such features can be crucial, for example in data-

driven background estimates, where there is often an implicit assumption of smoothness of

background shapes. In this context one observes that for the upper-range of pt’s that the

LHC will eventually cover, pt & 3TeV, the lower transition points of pruning and trimming

occur precisely in the region of electroweak-scale masses.1

To our knowledge the similarities and di↵erences observed in Fig. 1 have not been sys-

tematically commented on before, let alone understood. Questions that one can ask include:

why do the taggers/groomers have these characteristic shapes for the mass distributions?

1At this point, a question arises of whether the LHC experiments are able to accurately measure EW-

scale masses for TeV-scale jets. Challenges can arise, for example in terms of the angular resolution of the

hadronic calorimeter, which may be relevant with current experimental reconstruction methods. Work in

Ref. [41], however, suggests that with full use of information from tracking and electromagnetic calorimetry,

which have higher angular resolution, good mass resolution for multi-TeV scale jets may well be possible.

– 3 –

Jet-mass with different taggers
The performance of various jet taggers can be compared by looking at the 
invariant mass of background QCD jets 

Dimensionless variable 
for QCD studies

The actual jet mass

EW

At masses of the order of the 
EW scale the taggers start to 
differ: can we understand it?



Analytic studies…
The relevant features of the various taggers can be understood analytically!

ρ
/σ

 d
σ

 /
 d

ρ

ρ = m2/(pt
2 R2)

Pythia 6 MC: quark jets

m [GeV], for pt = 3 TeV, R = 1

Trimming

Rsub = 0.3, zcut = 0.05

Rsub = 0.3, zcut = 0.1

 0

 0.05

 0.1

 0.15

 0.2

 0.25

 0.3

10-6  10-4 0.01 0.1 1

 10  100  1000

ρ
/σ

 d
σ

 /
 d

ρ

ρ = m2/(pt
2 R2)

Analytic Calculation: quark jets

m [GeV], for pt = 3 TeV, R = 1

Trimming

Rsub=0.3, zcut=0.05

Rsub=0.3, zcut=0.1

 0

 0.05

 0.1

 0.15

 0.2

 0.25

 0.3

10-6  10-4 0.01 0.1 1

 10  100  1000

ρ
/σ

 d
σ

 /
 d

ρ

ρ = m2/(pt
2 R2)

Pythia 6 MC: gluon jets

m [GeV], for pt = 3 TeV, R = 1

Trimming

Rsub = 0.3, zcut = 0.05

Rsub = 0.3, zcut = 0.1

 0

 0.05

 0.1

 0.15

 0.2

 0.25

 0.3

10-6  10-4 0.01 0.1 1

 10  100  1000

ρ
/σ

 d
σ

 /
 d

ρ

ρ = m2/(pt
2 R2)

Analytic Calculation: gluon jets

m [GeV], for pt = 3 TeV, R = 1

Trimming

Rsub=0.3, zcut=0.05

Rsub=0.3, zcut=0.1

 0

 0.05

 0.1

 0.15

 0.2

 0.25

 0.3

10-6  10-4 0.01 0.1 1

 10  100  1000

Figure 4. Comparison of Monte Carlo (left panels) and analytic results (right panels) for trimming.
The upper panels are for quark jets, the lower panels for gluon jets. Two sets of trimming parameters
are illustrated. In the upper left panel, arrows indicate the expected transition points, at ⇢ = r

2
zcut

(in black) and ⇢ = zcut (in grey), where r = Rsub/R. The details of the MC event generation are
as for Fig. 1.

Insofar as zcut and Rsub are not too small, the peak position is essentially given by the

peak position for the mass of a jet of size Rsub rather than R,

L

trim
peak =

1p
↵̄s

� 2 ln r +O (1) . (4.10)

i.e. at a ⇢ value that is a factor r

2 smaller than for the plain jet mass. This is consistent

with what is observed comparing the Monte Carlo results for the plain and trimmed jet

masses. A final comment is that while the peak position is independent of zcut, its height

– 12 –



…trigger improvements
Y-pruning and modified MDT (mMDT) have better behaviour than the 
original taggers 

!

!

!

!

!

!

!

!

!

The mMDT mass distribution is free from all soft-collinear logarithms!
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Figure 7. Comparison of Monte Carlo (left panels) and analytic results (right panels) for pruning.
The upper panels are for quark jets, the lower panels for gluon jets. The plots show full pruning
as well as its breakdown into Y and I components. In the upper left panel, arrows indicate the
expected transition points, at ⇢ = z

2
cut (in black) and ⇢ = zcut (in grey). The details of the MC

event generation are as for Fig. 1.

dominate the pruned jet mass. As one can verify analytically, that phase space initially

opens up slowly (cf. also Fig. 6) and the most singular contribution for pruning (Y+I

components) goes as ↵2
s ln

3
z

2
cut/⇢. The transition is therefore gradual.

Going substantially below ⇢ = z

2
cut, for quark jets, one sees a clear peak in total pruning,

which results from the I component. In the gluon case, while that peak is similarly visible

in the I component, in the sum with Y-pruning it manifests itself as a shoulder, because

the peak occurs in a region where the Y-pruning component is not entirely suppressed. As

– 21 –
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Figure 9. The MDT mass distribution, from Monte Carlo simulation (same as Fig. 1), with the
contribution originating from wrong branches shown as a dashed line. Wrong branches are those
for which, at some stage during the declustering, the tagger followed a prong whose m

2 + p

2
t was

smaller than that of its partner prong.

is visible in the fixed-order result: these terms set in only for relatively small values of jet

mass, ⇢ . y

2
cut, with a small coe�cient, and the logarithm itself is reduced in size because

it involves either y2cut/⇢ or y3cut/⇢, depending on the region. Another part of the reason is

that at higher orders the wrong-branch contribution involves a Sudakov-type suppression,

coming from the probability that the harder prong of the jet was less massive than the

softer one, even though it has an energy that is at least a factor of 1/ycut larger than the

softer prong. The small contribution from the wrong-branch configurations is illustrated

in Fig. 9, obtained in Monte Carlo simulation, where events with a wrong-branch tag are

defined as those for which at some stage during the declustering, the tagger followed a

prong whose m

2 + p

2
t was smaller than that of its partner prong.

While the wrong branch issue is numerically small, it is an undesirable characteristic

of the MDT and calls for being eliminated. Rather than pursuing a full (and non-trivial)

calculation of the resummed mass distribution for the MDT, we therefore propose in the

next section that the MDT be modified.

7 Modified Mass-Drop Tagger

The modification of the mass-drop tagger that we propose is to replace step 3 of the

definition on p. 22, with

3. Otherwise redefine j to be that of j1 and j2 with the larger transverse mass (m2+p

2
t )

and go back to step 1 (unless j consists of just a single particle, in which case the

original jet is deemed untagged).

– 25 –



Performance of improved taggers
The improved taggers perform better in discriminating signal from 
background

the background rather than by the fine details of their interplay with signal events. This

provides an a posteriori justification of our choice to concentrate our study on background

jets.
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Figure 18. The significance obtained for tagging signal (W ’s) versus background, defined as
✏S/

p
✏B , for a range of taggers/groomers, shown as a function of the transverse momentum gen-

eration cut in the Monte Carlo samples (Pythia 6, DW tune) Further details are given in the
text.

Figure 18 shows the overall performance of the di↵erent taggers quantified as S =

✏S/
p
✏B, which is proportional to the signal significance that can be obtained with a given

tagger. Here ✏B is the fraction of quark (left plot) or gluon (right plot) jets that are tagged

and pass the mass cut.

Let us start by discussing mMDT. Its signal significance S grows with pt. This is

driven by three modest e↵ects combining together: the signal e�ciency increases at high

pt; the background tagging rate is, in a first approximation, proportional to ↵s(pt), which

decreases at high pt; and for our choice ycut = 0.11, the tagging rate decreases slightly for

decreasing m/pt (cf. Fig. 11). The signal significance is lower for gluon backgrounds than

for quark backgrounds, which is simply a consequence of the CA v. CF colour factor in the

leading-order background tagging rate. This is partially compensated for at high pt by the

steeper m/pt dependence in the gluon case.

Next, consider trimming. At low pt it has a slightly lower significance than mMDT,

mainly because the particular zcut we’ve used is slightly non-optimal for tagging purposes.

However, its main relevant feature is the drop in significance relative to the mMDT curve for

pt & 800GeV. This corresponds to a ⇢ value of 0.01, which is to be compared to the point

⇢ = r

2
zcut = 0.0045 in Eqs. (4.4), (4.9) at which the background starts to grow and develop

a low-mass Sudakov peak. cf. Eq. (4.9). The departure from mMDT is less pronounced in

the gluon case than in the quark case because the stronger Sudakov suppression from the

CA colour factor reduces the height of the low-mass background Sudakov peak.

Finally, we examine pruning. Like trimming, pruning has a low-mass Sudakov peak,

but it develops only for lower masses than for trimming, and accordingly the drop in
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Soft-drop tagger
New condition: eliminate the softer sub-jet constituent if 
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          kills QCD jets at low invariant mass, similar to Y-pruning
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Figure 11: Performance of soft drop as a boosted W tagger. Top left: signal e�ciency

versus background mistag for jets with pT > 500 GeV. Each curve is obtained by fixing the

value of �, sweeping the value of zcut, and counting jets with groomed mass in the range

[70 GeV, 90 GeV]. Top right: Values of zcut for as a function of the e�ciency, for given �.

Bottom: mass distribution of signal (left) and background (right) jets before and after soft

drop. For each curve, the value of � is shown in the legend, while the value of zcut is the one

that gives a 35% signal e�ciency.
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Highlights
Higgs cross section with zero jets 

Three different procedures that agree at NNLL+NNLO accuracy 

All predictions give an uncertainty of order 10-13% 

Banfi-Monni-Zanderighi: inclusion of top and bottom mass effects gives a 
larger uncertainty, of order 14% 

Uncertainties across jet bins 

JVE method can be generalised to an arbitrary jet multiplicity 

New BLPTW method that takes advantage of resummation of the exclusive 
one-jet cross section   

New ideas for jet substructure studies 

Analytical resummation methods are bringing new insight in the field and 
helping devise better tools/tagger 

These ideas are being validated against experimental data (see BOOST 2014)
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