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The Changing Scale of Particle Physics 

A discovery in 1930s 

• ~2 scientists in 1 country 

• pen-and-paper 

A discovery in 1970s 

• ~200 scientists in ~10 countries 

• mainframes 

A discovery today 

• ~2000 scientists in ~100 countries 

• Distributed Computing 

Graphics by O. Smirnova 



Event Collection in ATLAS 

L1 trigger 
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Graphic by CERN 300 MB/s 



What is the data? 

• C++ objects representing tracks, parts of detector etc, saved in 

files. Some geometry information in databases 

• Data is reconstructed and reduced 

– RAW -> ESD -> AOD -> NTUP 

• Also simulation, reprocessing, user analysis… 

Figure from http://cerncourier.com/cws/article/cnl/34054 



Big Data? 

Illustration by Sandbox Studio, Chicago 

Taken from http://www.symmetrymagazine.org/image/august-2012-big-data 

 

WIRED.com © 2014 Condé Nast. 

Taken from http://www.wired.com/2013/04/bigdata/ 

Business emails per 

 year: 3000 TB 

Content uploaded to 

Facebook per year: 182 TB 

Google search index 

(2013): 98 TB 

LHC data output 

(2012): 15 TB 

YouTube uploads 

per year: 15 TB 



Do everything at CERN? 

• All this requires (just for ATLAS) 

– 150,000 CPU constantly processing data 

– Storing 10s of PetaBytes (million GB) of data per 

year 

 

• CERN cannot physically handle this 



Grid Computing 

• Like the electricity 
Grid 

• Grid is a technology 
that enables optimized 
and secure access to 
widely distributed 
heterogeneous 
computing and 
storage facilities of 
different ownership 



From WWWeb to WWGrid 
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From WWWeb to WWGrid 

➢ World Wide Web allows  

➢- access to information  

➢ World Wide Grid allows 

➢- access to computing capacity and 

data storage all over the world 
➢ Grid is a technology to share and access 

seamlessly computing resources  

➢ A “glue”, Middleware, binds  resources  

into a Virtual Supercomputer. 

Slide by F. Ould-Saada 



Characteristics of a generic Grid system 

Numerous Resources 

Ownership by Mutually 

Distrustful Organizations  

& Individuals 

 

Potentially Faulty 

Resources 

 

 

Different Security 

Requirements  

& Policies Required 

Resources are 

Heterogeneous 

Geographically 

Separated 

Different Resource 

Management 

Policies 

Connected by 

Heterogeneous,  

Multi-Level Networks 

Slide by O. Smirnova, adapted from A.Grimshaw 



The (Worldwide) LHC Computing Grid 

• 1 Tier 0: CERN 

• Data processing 

• 11 Tier 1s 

• Simulation 

• Reprocessing 

• ~130 Tier 2s 

• Simulation 

• User Analysis 

 

• Total storage space: 238,345,566 GB 

• Total processors available: 501,294 

 

Numbers taken from http://wlcg-rebus.cern.ch/apps/capacities/pledge_comparison/ April 2014 

http://wlcg-rebus.cern.ch/apps/capacities/pledge_comparison/
http://wlcg-rebus.cern.ch/apps/capacities/pledge_comparison/
http://wlcg-rebus.cern.ch/apps/capacities/pledge_comparison/
http://wlcg-rebus.cern.ch/apps/capacities/pledge_comparison/


WLCG Sites 



How to make a Grid 

• The “Grid middleware” exposes resources to 

the Grid 

– Computing Elements give access to CPUs 

– Storage Elements give access to data 

– Information systems describe the Grid 

• How to allow access to resources? 

– Cannot give usernames and passwords for 

hundreds of sites to thousands of people! 

– Fundamental basis is X509-based cryptography 



Grid Middleware 
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Grid Security Infrastructure 

trusts 

Figure © 2014 Microsoft 

Taken from http://msdn.microsoft.com/en-us/library/ff647097.aspx  



Virtual Organisations 

“Allow ATLAS members 

to access /data/atlas/” 

X 



Computing Element in more detail 

computing

element

jobs
job submission interfaceclient 

tools
info

file access interface

files

info query interface

input/output file staging

information provider
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execution service



Storage Element in more detail 

Graphics by G. Stewart 



Copying data around 

File Transfer 

Service 

data flow 

Replica 

Catalo

g 



Some Grid projects; originally byVicky White, FNAL 

http://www.ivdgl.org/grid2003/index.php
http://www.grid.it/
http://www.gridlab.org/
http://www.westgrid.ca/home.html
http://grid.infn.it/index.php?infngrid
http://www.gridpp.ac.uk/
http://cagraidsvr06.cs.tcd.ie/index.html
http://www.grangenet.net/


NorduGrid 

• Conceived in 2001 as 
Scandinavian Grid 
– UiO heavily involved in 

coordination and 
development 

• Now 81 sites in 13 countries 

• Software: Advanced 
Resource Connector (ARC) 
– Computing Element 

– (Basic) Storage Element 

– Information System 

• Scandinavian design 
principles: clean and simple! 



NorduGrid Monitor 

Sites: 81 Running jobs: 23893 



ATLAS Computing Model 



The ATLAS Grid(s) 

• ATLAS has its own systems on top of the 

Grids 

– PanDA (Production and Data Analysis) for job 

management 

– DQ2 (Don Quijote 2) for data management 

istockphoto.com 



DQ2 

• A data management system to implement the 

ATLAS computing model 

– A dataset catalog and transfer system, and more 

– deletion, quota management, consistency, accounting, 

monitoring, end-user tools, … 



It’s a lot of data 

Max Telenor broadband speed: 6MB/s 

Average ATLAS traffic: 10GB/s 



Grid job management 
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Classic “push” model Pilot “pull” model 



Image by BNL 



Job stats 

10M jobs per week 



Future prospects 

• Many software components getting upgraded 
after Run 1 experience 

• Completely new data management system to 
replace DQ2 

• New version of system for managing tasks 

• New trends in data management 
– Network is “cheap” 

– Break the model of send jobs to data 

– Remote data access over wide area network 



Future Prospects 

• Need more CPU and disk but with flat budget 

• Looking to opportunistic resources 

– Volunteer Computing (Boinc) 

– High Performance Computing (supercomputers) 

• NorduGrid/ARC is an critical part of both these activities 



Why not just use “the cloud”? 

• Historical reasons 
– Grid infrastructure has developed and stabilised over 

many years 

• Funding 
– Research agencies prefer to pay for in-house 

expertise 

• Sustainability 
– LHC will be taking data for the next 20+ years, data 

must be kept for even longer than that… 

• Cost 
– Data-intensive computing 5-10 times more expensive 

using commercial cloud providers 



Summary 

• Grid computing is a vital part of LHC physics 
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• For the average user it is 

really like the Electric 

Grid 

• UiO plays a strong part 

at many levels of Grid 

computing work 

• Many interesting 

challenges ahead 

 


