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INTERNAL WEBINARS 

Jan 27th 

Oracle on Oracle Win: Peoplesoft on Exadata at INRA 
Oracle Speaker: Philippe LEMERLE, Sale Rep Tech France,  Education & Research 

Recording available here http://oukc.oracle.com/static12/opn/login/?t=checkusercookies%7Cr=-1%7Cc=1451669392 

Feb 3rd  

CERN and Oracle value in Research  
CERN Speaker:  

Eva DAFONTE PEREZ, Deputy Head of Database Services Group, CERN 

Feb 10th  

Research Project Portfolio Management on Fusion  

at Pacific Northwest National Lab 
PNNL Speaker:  

Rich Davies, Division Manager, PNNL - Jeff Deal, Battelle Memorial Institute 

Feb 24th  

Exadata in Lifescience: a cost-effective and scalable Research solution for the Swiss Bioinformatics 

Institute 
Swiss Bioinformatics Institute (SIB) Speaker:  

prof. Ioannis Xenarios, Director, SIB 

EXTERNAL WEBINARS 

Feb 11th 

CERN and Oracle value in Research  
CERN Speaker:  

Erich GRANCHER, Head of Database Services Group, CERN 

All Webinars take place at  5pm CET / 11am ET / 8am PDT 
Further Information: monica.marinucci@oracle.com 

 

Invite your 
customers 





3 February 2014, Eva Dafonte Pérez 

CERN, deputy head of database services 



Outlook 
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• CERN  

• History of using Oracle 

• Current usage 

• Collaboration 

• Why using Oracle in our research 

environment? 

 

 



CERN 

• European Organization for Nuclear Research 
• Founded in 1954 

• Research: Seeking and finding answers to questions about the Universe  

• Technology, International collaboration, Education 

Twenty Member States 
Austria, Belgium, Bulgaria, Czech Republic, Denmark, Finland, France, Germany, Greece, Italy, 

Hungary, Netherlands, Norway, Poland, Portugal, Slovakia, Spain, Sweden, Switzerland, United 

Kingdom 

Seven Observer States 
European Commission, USA, Russian Federation, India, Japan, Turkey, UNESCO 

People 
~2400 Staff, ~900 Students, post-docs and undergraduates, ~9000 Users, 

~2000 Contractors 

Associate Member States 
Israel, Serbia 

Candidate State 
Romania 

6 



 A European Laboratory with Global reach 
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LHC 

17 miles (27km) long tunnel 
 

Thousands of superconducting magnets  
 

Coldest place in the Universe: 1.9 K 
 

Ultra vacuum: 10x emptier than on the 
Moon 

 
600 million collisions per second / analysis 

is like finding a needle in 20 million 
haystacks 

The largest particle accelerator & detectors 
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Events at LHC 
Luminosity : 

1034cm-2 s-1 

 

40 MHz – every 25 ns 

 

20 events overlaying 
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Trigger & Data Acquisition 
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Data Recording 
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World’s largest computing grid - WLCG 

 

1 PB raw data per second before filtering   

>20 PB of new data annually  

 

68,889 physical CPUs / 305,935 logical CPUS 

 

157 computer centres around the world 
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Oracle at CERN, 1982 accelerator control 
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http://cds.cern.ch/record/443114?ln=en  

http://cds.cern.ch/record/443114?ln=en
http://cds.cern.ch/record/443114?ln=en
http://cds.cern.ch/record/443114?ln=en


Oracle at CERN, version 2.3 
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Credit: N. Segura Chinchilla 



Accelerator logging 
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Credit: C. Roderick 



Accelerator logging 
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Credit: C. Roderick 



Accelerator logging 
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50TB/year, rate to 

increase to 100 – 150 

TB in 2014 

(Quench Protection System) 

Credit: C. Roderick 



Administrative systems 

18 

• AIS has standardized on Oracle as database and uses 

it as interface between the tools 

• Java EE and Apex, deployment with Weblogic 

• Oracle E-Business HR 

 



Engineering applications 
• An integrated PLM platform based on commercial tools 

• Simplified web interfaces for precise tasks 

3D CAD 

CATIA 

Design data 

management 

Manufacturing 

follow-up 

Installation 

follow-up 
Maintenance 

management 

Data publishing 

Workflow actions 
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Credit: D. Widegren 



Design data management 

Design baseline with full configuration management 
- Workflows, versioning rules and access control based on project dependent contexts 

- Fully web-based and distributed approval processes 
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Credit: D. Widegren 



Manufacturing follow-up 

Follow-up of each manufactured component 

- Manufacturing & test data captured at manufacturing sites 

- Predefined manufacturing workflows for each equipment type 
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Credit: D. Widegren 



Installation follow-up 

Detailed logging of Installation & Commissioning tasks 

- Over 150.000 jobs logged – allows detailed progress reporting  

- Resolution of non-conformities with distributed approval processes.  
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Credit: D. Widegren 



PLM @ CERN in numbers 

 Document & Drawings (incl. CAD): 

 ~1,500.000 documents & drawings 

 ~7,000 new documents & drawings created per month 

 

Components: 

 ~1,300,000 registered individually followed equipment 

 ~3,000,000 equipment interventions/jobs logged 

 ~ 15,000 equipment interventions/jobs logged per month 
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Credit: D. Widegren 



CASTOR and Oracle, tapes 
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• Home made mass storage system, relies on Oracle 

databases for name server, request handling and 

staging 

 

• 4 libraries, SL8500 

• 10088x4 = 40K slots (4500 free) 

• Occupancy: 65PB worth of data 

• Drives: 20 T10KB legacy drives; 40 T10KC drives (to be replaced 

by T10KD's) 
Credit: German Cancio Melia 



CERN Disk/Tape Storage Management @ storage-day.ch 

CASTOR Archive in Numbers 
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Data: 

• ~90PB of data on tape; 250M files 

• Up to 4.5 PB new data per month 

• Over 10GB/s (R+W) peaks 

 

Credit: German Cancio Melia 



CERN Disk/Tape Storage Management @ storage-day.ch 

Tape Writing 
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Credit: German Cancio Melia 



Experiment online systems 
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• Experiments rely on a 

SCADA system for their 

control 

 

• Up to 150,000 changes / 

second stored in Oracle 

databases 



Experiment offline systems 

28 

• Geometry DB 

 

 

 

• Conditions DB 

Credit: Vakho Tsulaia 



Oracle at CERN 
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• From accelerator control to 
• accelerator logging,  

• administration,  

• engineering systems,  

• access control,  

• laboratory infrastructure (cabling, network configuration, etc.),  

• mass storage system, 

• experiment online systems, 

• experiment offline systems, 

• Etc. 



30 

Credit: M. Piorkowski 



openlab (1/3) 
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• Public-private partnership between CERN and 

leading ICT companies, currently in fourth phase 

(started in 2003) 

• Its mission is to accelerate the development of 

cutting-edge solutions to be used by the worldwide 

LHC community 

• Innovative ideas aligned between CERN and the 

partners, for products “you make it, we break it” 



openlab (2/3) 
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• Many successes:  
• RAC on Linux x86 (9.2 PoC and 10.1 production with ASM),  

• Additional required functionality (IEEE numbers, OCCI, instant client, etc.),  

• PVSS and RAC scalability,  

• Monitoring with Grid Control, 

• Streams world wide distribution, 

• Active DG, GoldenGate, 

• Analytics for accelerator, experiment  
and IT, 

• Etc. 

• Regular feedback with joint selection of topics, some of the projects are 
common with more than one partner 



openlab (3/3) 
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• Publications (web, paper) and 

presentations of results, visitors 

 

• Maaike Limper, best poster award at 

The International Conference on 

Computing in High Energy and Nuclear 

Physics 2013 

 



Oracle in our research environment 
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• Even if computing is critical for HEP, it is not the goal, there is a lot 

to do using solutions from commercial vendors which are industry 

supported and scalable 

• Oracle has provided solutions along the years 

• We have worked with Oracle to improve the tools to our (and 

others’) needs with success 

• Good for staff to work on industry standards for their future career 



Conclusion 
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• Not every day you build a 30+ years collaboration 

• A long way since 1982, now very wide usage with applications, 

tape and database 

• Oracle has proven to be reliable partner who cares and supports 

research 

• Provide feedback and ideas for enhancements 

• Helps focus on our core challenges 

• A collaboration which works! 

 




