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outline

• higher order calculations

• automated NLO: technology now available!

• theoretical methods for NNLO predictions: IR subtraction, loop integral methods etc.

• Monte Carlo tools and simulations

• shower matching at NLO, multi-jet merging techniques

• phenomenological results and implications

Precision SM predictions for LHC physics



modelling hadron collisions

New physics backgrounds

Determination of SM parameters

Keeping theory predictions in 
line with experimental data
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ingredients for precision

LO

no prediction for normalization

errors ~30-50% ???
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ingredients for precision
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NLO

1st quantitative
predictions
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ingredients for precision

LO

NLO

~5%

NNLO

pdf uncertainties
becoming bottleneck
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ingredients for precision

LO+PS

improved description of soft QCD

more direct comparisons with experiments

fixed order not good for all regions

cut-off at 
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ingredients for precision

ME+PS

improved description of 
hard QCD

loops
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introduce merging scale

e.g. CKKW-L, MLM



ingredients for precision

NLO+PSloops
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e.g. MC@NLO, POWHEG



ingredients for precision

NLO ME+PS

procedures for full
NLO merging becoming 

available

loops

# additional jets
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e.g. MEPS@NLO, UNLOPS, FxFx, ...



ingredients for precision

NNLO+PS
recent attempts
for DY and Higgs

NNLO merging?

NLO showers?

not quite yet...

UN2LOPS DY [Hoeche, Li, Prestel (2014)]

MiNLO Higgs [Nason, Re, Zanderighi (2014)]

MiNLO DY [Karlberg, Re, Zanderighi (2014)]



Part I: Hard processes and theoretical methods



QCD at NLO

PDFs
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recent progress: NLO revolution!
#jets

NLO W+jets

NLO multi-jet

NLO tt+jets

NLO H+jets

20001980
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1

20101990

NNLO multi-jets

NNLO W+jets

NNLO tt+jets

NNLO H+jets

automated IR subtraction new amplitude methods

Frixione-Kunszt-Signer

Catani-Seymour

(generalized)unitarity 

integrand reductionNagy-Soper
[Britto et al. (2004)]

[Bern et al. (1994)]

[Ossola et al. (2005)]



loop amplitudes

Efficient tree level 
generators well 

established

e.g. MadGraph, Alpgen,
Comix, Helac,...  

off-shell recursion
Feynman diagramsTree

Methods

integral basis separates analytic and algebraic parts

tree-likeknown functions at one-loop

e.g. QCDLOOP, ONELOOP calculate numerically
process independent
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SHERPA

HERWIG++/MATCHBOX

MC

GENEVA

automated NLO

BLACKHAT

NJETGOSAM

OPENLOOPS

MADGRAPH5_aMC@NLO

HELAC-NLO
RECOLA (EW)

MADLOOP, MADFKS, ...

OLP
On-Shell Methods 

for High Multiplidity

Generic processes with 
Feynman Diagrams*

* efficient algorithms with off-shell recursion

Binoth Les Houches Accord (updated 2013)



SHERPA

HERWIG++/MATCHBOX

MC

GENEVA
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NJETGOSAM
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MADGRAPH5_aMC@NLO

HELAC-NLO
RECOLA (EW)

MADLOOP, MADFKS, ...

OLP
On-Shell Methods 

for High Multiplidity

Generic processes with 
Feynman Diagrams*

* efficient algorithms with off-shell recursion

Binoth Les Houches Accord (updated 2013)

QCD corrections for 
anything up to 2→4 Specific processes at 

2→5/6, e.g. massless 
QCD, W/Z+jets



QCD at NNLO

NNLO dijets at the LHC

The NNLO Marketplace

In recent years many new tools developed for NNLO

I all have advantages and disadvantages

analytic FS colour IS colour local
antenna subtraction 3 3 3 7
STRIPPER 7 3 3 3
qT subtraction 3 7 3 3
reverse unitarity 3 7 3 -
Trócsányi et al 7 3 7 3

Antenna subtraction is the only method for computing cross sections with:

I hadronic initial-states

I jets in the final-state (especially more than one jet)

I analytic pole cancellation

[taken from J. Currie LoopFest 2014]

Infra-red subtraction

two-loop amplitudes
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recent NNLO progress
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[Currie, Gehrmann de Ridder, Gehrmann, Glover, Pires (2013)]

[Czakon, Fiedler, Mitov (2013)]

[Boughezal, Caola, Melnikov, Petriello, Schulze (2013)]

[Cascioli, Gehrmann, Grazzini, Kallweit, von Manteuffel, 
Pozzorini, Rathlev, Tancredi, Weihs (2014)]

[Ferrera, Grazzini, Tramontano (2011)]

[Catani, Cieri, de Florian, Ferrera, Grazzini (2011)]

[Grazzini, Kallweit, Rathlev, Torre (2013)]

loop integrals only recently available: new approach to DE [Henn (2013)]
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[Ferrera, Grazzini, Tramontano (2014)]
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[Bruchseifer, Caola, Melnikov (2014)]
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di-jets at NNLO

IR subtractions: antennas

two-loop amplitudes

gluons only, leading colour [Gehrmann de Ridder, Gehrmann, Glover, Pires arXiv:1301.7310]

gluons only, full colour [Currie, Gehrmann de Ridder, Glover, Pires arXiv:1310.3993]

[Anastasiou, Glover, Oleari, Tejeda-Yeomans (2000-2003)]2

liders to NNLO accuracy. The program consists of three
integration channels:

dσ̂gg,NNLO =

∫

dΦ4

[

dσ̂RR
gg,NNLO − dσ̂S

gg,NNLO

]

+

∫

dΦ3

[

dσ̂RV
gg,NNLO − dσ̂T

gg,NNLO

]

+

∫

dΦ2

[

dσ̂V V
gg,NNLO − dσ̂U

gg,NNLO

]

, (1)

where each of the square brackets is finite and well be-
haved in the infrared singular regions. For the all-gluons
channel, the construction of the three subtraction terms
dσ̂S,T,U

ij,NNLO was described in Refs. [39–41].
In the three-parton and four-parton channel, the phase

space has been decomposed into multiple wedges (6
three-parton wedges and 30 four-parton wedges), each
containing only a subset of possible infrared singular con-
tributions. Inside each wedge, the generation of multiple
phase space configurations related by angular rotation of
unresolved pairs of particles around their common mo-
mentum axis ensures a local convergence of the antenna
subtraction term to the relevant matrix element. Owing
to the symmetry properties of the all-gluon final state,
many wedges yield identical contributions, thereby al-
lowing a substantial speed-up of their evaluation.
Jets in hadronic collisions can be produced through

a variety of different partonic subprocesses, and the all-
gluon process is only one of them. Our results on this
process can therefore not be directly compared with ex-
perimental data. The all-gluon process does however al-
low to establish the calculational method, and to qualify
the potential impact of NNLO corrections on jet observ-
ables. It should be noted that the NLO corrections to
hadronic two- and three-jet production were also first
derived in the all-gluon channel [42–44], well before full
results could be completed [6, 7, 45]. In both cases, the
all-gluon results were extremely vital both for establish-
ing the methodology and for assessing the infrared sensi-
tivity of different jet algorithms [44].
Our numerical studies for proton-proton collisions at

centre-of-mass energy
√
s = 8 TeV concern the single

jet inclusive cross section (where every identified jet in
an event that passes the selection cuts contributes, such
that a single event potentially enters the distributions
multiple times) and the two-jet exclusive cross section
(where events with exactly two identified jets contribute).
Jets are identified using the anti-kT algorithm with res-

olution parameter R = 0.7. Jets are accepted at central
rapidity |y| < 4.4, and ordered in transverse momentum.
An event is retained if the leading jet has pT1 > 80 GeV.
For the dijet invariant mass distribution, a second jet
must be observed with pT2 > 60 GeV.
All calculations are carried out with the

MSTW08NNLO gluon distribution function [46],
including the evaluation of the LO and NLO contri-
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FIG. 1: Inclusive jet transverse energy distribution, dσ/dpT ,
for jets constructed with the anti-kT algorithm with R = 0.7
and with pT > 80 GeV, |y| < 4.4 and

√
s = 8 TeV at NNLO

(blue), NLO (red) and LO (dark-green). The lower panel
shows the ratios of NNLO, NLO and LO cross sections.

butions [47]. This choice of parameters allows us to
quantify the size of the genuine NNLO contributions
to the parton-level subprocess. Factorization and
renormalization scales (µF and µR) are chosen dynami-
cally on an event-by-event basis. As default value, we
set µF = µR ≡ µ and set µ equal to the transverse
momentum of the leading jet so that µ = pT1.
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FIG. 2: Scale dependence of the inclusive jet cross section for
pp collisions at

√
s = 8 TeV for the anti-kT algorithm with

R = 0.7 and with |y| < 4.4 and 80 GeV < pT < 97 GeV at
NNLO (blue), NLO (red) and LO (green).

In Fig. 1 we present the inclusive jet cross section for
the anti-kT algorithm with R = 0.7 and with pT >
80 GeV, |y| < 4.4 as a function of the jet pT at LO,
NLO and NNLO, for the central scale choice µ = pT1.
The NNLO/NLO k-factor shows the size of the higher
order NNLO effect to the cross section in each bin with

flat scale dependence
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where each of the square brackets is finite and well be-
haved in the infrared singular regions. For the all-gluons
channel, the construction of the three subtraction terms
dσ̂S,T,U

ij,NNLO was described in Refs. [39–41].
In the three-parton and four-parton channel, the phase

space has been decomposed into multiple wedges (6
three-parton wedges and 30 four-parton wedges), each
containing only a subset of possible infrared singular con-
tributions. Inside each wedge, the generation of multiple
phase space configurations related by angular rotation of
unresolved pairs of particles around their common mo-
mentum axis ensures a local convergence of the antenna
subtraction term to the relevant matrix element. Owing
to the symmetry properties of the all-gluon final state,
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lowing a substantial speed-up of their evaluation.
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a variety of different partonic subprocesses, and the all-
gluon process is only one of them. Our results on this
process can therefore not be directly compared with ex-
perimental data. The all-gluon process does however al-
low to establish the calculational method, and to qualify
the potential impact of NNLO corrections on jet observ-
ables. It should be noted that the NLO corrections to
hadronic two- and three-jet production were also first
derived in the all-gluon channel [42–44], well before full
results could be completed [6, 7, 45]. In both cases, the
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ing the methodology and for assessing the infrared sensi-
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√
s = 8 TeV concern the single

jet inclusive cross section (where every identified jet in
an event that passes the selection cuts contributes, such
that a single event potentially enters the distributions
multiple times) and the two-jet exclusive cross section
(where events with exactly two identified jets contribute).
Jets are identified using the anti-kT algorithm with res-

olution parameter R = 0.7. Jets are accepted at central
rapidity |y| < 4.4, and ordered in transverse momentum.
An event is retained if the leading jet has pT1 > 80 GeV.
For the dijet invariant mass distribution, a second jet
must be observed with pT2 > 60 GeV.
All calculations are carried out with the

MSTW08NNLO gluon distribution function [46],
including the evaluation of the LO and NLO contri-
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FIG. 1: Inclusive jet transverse energy distribution, dσ/dpT ,
for jets constructed with the anti-kT algorithm with R = 0.7
and with pT > 80 GeV, |y| < 4.4 and

√
s = 8 TeV at NNLO

(blue), NLO (red) and LO (dark-green). The lower panel
shows the ratios of NNLO, NLO and LO cross sections.

butions [47]. This choice of parameters allows us to
quantify the size of the genuine NNLO contributions
to the parton-level subprocess. Factorization and
renormalization scales (µF and µR) are chosen dynami-
cally on an event-by-event basis. As default value, we
set µF = µR ≡ µ and set µ equal to the transverse
momentum of the leading jet so that µ = pT1.
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FIG. 2: Scale dependence of the inclusive jet cross section for
pp collisions at

√
s = 8 TeV for the anti-kT algorithm with

R = 0.7 and with |y| < 4.4 and 80 GeV < pT < 97 GeV at
NNLO (blue), NLO (red) and LO (green).

In Fig. 1 we present the inclusive jet cross section for
the anti-kT algorithm with R = 0.7 and with pT >
80 GeV, |y| < 4.4 as a function of the jet pT at LO,
NLO and NNLO, for the central scale choice µ = pT1.
The NNLO/NLO k-factor shows the size of the higher
order NNLO effect to the cross section in each bin with

corrections over NLO up 
40% at high pT

quark channels on the way...



top pair production at NNLO
[Czakon, Fielder, Mitov (2013)]

[RV and RR in qq channel with Antenna 
subtraction: Abelof, Gehrmann de Ridder, 

Maierhofer, Pozzorini (2014)]

4

too, and a consistent NNLO treatment would require the
analysis of Ref. [35] to be extended to NNLO, which is
now possible with the help of the results derived in this
letter as well as Ref. [12]. Given the numerical effect is
small (a 0.7% shift at LHC 8 TeV and a 0.4% shift at the
Tevatron), in this work we take A = 0.
As can be concluded from table I the precision of the

theoretical prediction at full NNLO+NNLL is very high.
At the Tevatron, the scale uncertainty is as low as 2.2%
and just slightly larger, about 3%, at the LHC. The inclu-
sion of the NNLO correction to the gg-initiated reaction
increases the Tevatron prediction of Ref. [12] by about
1.4%, which agrees well with what was anticipated in
that reference.

Collider σtot [pb] scales [pb] pdf [pb]

Tevatron 7.009 +0.259(3.7%)
−0.374(5.3%)

+0.169(2.4%)
−0.121(1.7%)

LHC 7 TeV 167.0 +6.7(4.0%)
−10.7(6.4%)

+4.6(2.8%)
−4.7(2.8%)

LHC 8 TeV 239.1 +9.2(3.9%)
−14.8(6.2%)

+6.1(2.5%)
−6.2(2.6%)

LHC 14 TeV 933.0 +31.8(3.4%)
−51.0(5.5%)

+16.1(1.7%)
−17.6(1.9%)

TABLE II: Pure NNLO theoretical predictions for various
colliders and c.m. energies.

To assess the numerical impact from soft gluon re-
summation, in table II we present results analogous to
the ones in table I but without soft gluon resummation,
i.e. at pure NNLO. Comparing the results in the two
tables we conclude that the effect of the resummation
is a (2.2, 2.9, 2.7, 2.2)% increase in central values and
(2.4, 2.2, 2.1, 1.5)% decrease in scale dependence for, re-
spectively, (Tevatron, LHC7, LHC8, LHC14).
Next we compare our predictions with the most precise

experimental data available from the Tevatron and LHC.
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FIG. 3: Theoretical prediction for the Tevatron as a function
of the top quark mass, compared to the latest combination of
Tevatron measurements.
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FIG. 4: Theoretical prediction for the LHC as a function of
the collider c.m. energy, compared to available measurement
from ATLAS and/or CMS at 7 and 8 TeV.

The comparison with the latest Tevatron combination
[36] is shown in fig. 3. The measured value σtot = 7.65±
0.42 pb is given, without conversion, at the best top mass
measurement [37] m = 173.18 ± 0.94 GeV. From this
comparison we conclude that theory and experiment are
in good agreement at this very high level of precision.
In fig. 4 we show the theoretical prediction for the

tt̄ total cross-section at the LHC as a function of the
c.m. energy. We compare with the most precise avail-
able data from ATLAS at 7 TeV [38], CMS at 7 [39] and
8 TeV [40] as well as the ATLAS and CMS combination
at 7 TeV [41]. We observe a good agreement between
theory and data. Where conversion is provided [39], the
measurements have been converted to m = 173.3 GeV.
Finally, we make available simplified fits for the top

mass dependence of the NNLO+NNLL cross-section, in-
cluding its scale and pdf uncertainties:

σ(m) = σ(mref )
(mref

m

)4
(16)

×

(

1 + a1
m−mref

mref
+ a2

(

m−mref

mref

)2
)

.

The coefficient a1,2 can be found in table III.

CONCLUSIONS AND OUTLOOK

In this work we compute the NNLO corrections to
gg → tt̄ + X . With this last missing reaction included,
the total inclusive top pair production cross-section at
hadron colliders is now known exactly through NNLO
in QCD. We also derive estimates for the two-loop hard
matching coefficients which allows NNLL soft-gluon re-
summation matched consistently to NNLO. All results
are implemented in the program Top++ (v2.0) [33].

constraining PDFs

top mass measurements

differential distributions on the way

loop integral basis still not 
known analytically

STRIPPER - sector improved 
phase space for real radiation

significant deviations from previous 
approximate resummations



pp→H+j at NNLO

Higgs cross section at N3LO [see talk by Duhr]

[more details in talk by Boughezal]

gg→Hg [Boughezal, Caola, Melnikov, Petriello, Schulze (2013)]
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Figure 5. Scale dependence of the hadronic cross section in consecutive orders in perturbative QCD.
See the text for details.

convolution with the parton luminositites, we obtain5

σLO(pp → Hj) = 2713+1216
−776 fb,

σNLO(pp → Hj) = 4377+760
−738 fb,

σNNLO(pp → Hj) = 6177−204
+242 fb.

(7.8)

We note that NNLO corrections are sizable, as expected from the large NLO K−factor, but

the perturbative expansion shows marginal convergence. We also evaluated PDFs error using

the full set of NNPDF replicas, and found it to be of order 5% at LO, and of order 1-2% at

both NLO and NNLO, similarly to the inclusive Higgs case [78]. The cross-section increases

by about sixty percent when we move from LO to NLO and by thirty percent when we move

from NLO to NNLO. It is also clear that by accounting for the NNLO QCD corrections we

reduce the dependence on the renormalization and factorization scales in a significant way.

The scale variation of the result decreases from almost 50% at LO, to 20% at NLO, to less

than 5% at NNLO. We also note that a perturbatively-stable result is obtained for the scale

choice µ ≈ mH/2. In this case the ratio of the NNLO over the LO cross-section is just 1.5,

to be compared with 2.3 for µ = mH and 3.06 for µ = 2mH , and the ratio of NNLO to NLO

is 1.2. It is interesting to point out that a similar trend was observed in the calculation of

higher-order QCD corrections to the Higgs boson production cross-section in gluon fusion. It

has been pointed out that because of the rapid fall of the gluon PDFs, the production cross

section is dominated by the threshold region, thus making µ = mH/2 an excellent choice for

the renormalization and factorization scales [14, 81]. The reduced scale dependence is also

apparent from Fig. 5, where we plot total cross-section as a function of the renormalization

and factorization scale µ in the region p⊥,j < µ < 2mh.

5We checked our LO and NLO results against MCFM (gluons only), and found agreement.
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again: scale variations around 
order of PDF uncertainties

IR subtractions with sector 
decomposition (c.f. STRIPPER)
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pp→ZZ at NNLO

may suggest small corrections also in WW

recently completed loop integrals 
using new DE method 

IR with qT subtraction

[Cascioli, Gehrmann, Grazzini, Kallweit, von Manteuffel, 
Pozzorini, Rathlev, Tancredi, Weihs arXiv:1405.2219]

[Gehrmann, von Manteuffel,Tancredi, 
Weihs arXiv:1404.4853]

[Caola, Henn, Melnikov, Smirnov arXiv:
1402.7078, arXiv:1404.5590]

Figure 1: ZZ cross section at LO (dots), NLO (dashes), NLO+gg (dot dashes) and NNLO (solid)
as a function of

√
s. The ATLAS and CMS experimental results at

√
s = 7 TeV and

√
s = 8

TeV are also shown for comparison [3–6]. The lower panel shows the NNLO and NLO+gg results
normalized to the NLO prediction.

the experimental uncertainties are still relatively large and that the ATLAS and CMS results
are compatible with both the NLO and NNLO predictions. The only exception is the ATLAS
measurement at

√
s = 8 TeV [5], which seems to prefer a lower cross section. The comparison

between our predictions and the experimental results, however, should be interpreted with care.
First, we point out that the LHC experiments obtain their ZZ production cross section from
four-lepton production using an interval in dilepton invariant masses around the Z boson mass,
thus not including some contribution from far off-shell Z bosons. Then, EW corrections are not
included in our calculation, and are expected to provide a negative contribution to the inclusive
cross section [21].

In Table 1 we report the LO, NLO and NNLO cross sections and scale uncertainties, evaluated
by varying µR and µF simultaneously and independently in the range 0.5mZ < µR, µF < 2mZ

with the constraint 0.5 < µF/µR < 2. From Table 1 we see that the scale uncertainties are about
±3% at NLO and remain of the same order at NNLO. We also see that the NLO scale uncertainty
does not cover the NNLO effect. This is not unexpected since the gluon fusion channel, which
provides a rather large contribution, opens up only at NNLO.

We have reported the first calculation of the inclusive cross section for the production of on-shell
ZZ pairs at the LHC up to NNLO in QCD perturbation theory. The NNLO corrections increase
the NLO result by an amount varying from 11% to 17% as

√
s ranges from 7 to 14 TeV. The

loop-induced gluon fusion contribution provides more than half of the complete NNLO effect. Our
calculation of the total cross section is based on the two-loop matrix element for qq̄ → ZZ for on-
shell Z bosons. A computation of the two-loop helicity amplitudes will open up a spectrum of more
detailed phenomenological studies at NNLO, including off-shell effects, differential distributions

3

NNLO ~ 11-17% over NLO 
(4-6% over NLO+gg initial state)

need to wait and see...



2→2 at NNLO: towards 
differential distributions

most experimental analyses 
need differential distributions

coloured final states at the  
limit of subtraction methods

highly CPU intensive

progress being made: full distributions coming soon
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too, and a consistent NNLO treatment would require the
analysis of Ref. [35] to be extended to NNLO, which is
now possible with the help of the results derived in this
letter as well as Ref. [12]. Given the numerical effect is
small (a 0.7% shift at LHC 8 TeV and a 0.4% shift at the
Tevatron), in this work we take A = 0.
As can be concluded from table I the precision of the

theoretical prediction at full NNLO+NNLL is very high.
At the Tevatron, the scale uncertainty is as low as 2.2%
and just slightly larger, about 3%, at the LHC. The inclu-
sion of the NNLO correction to the gg-initiated reaction
increases the Tevatron prediction of Ref. [12] by about
1.4%, which agrees well with what was anticipated in
that reference.

Collider σtot [pb] scales [pb] pdf [pb]

Tevatron 7.009 +0.259(3.7%)
−0.374(5.3%)

+0.169(2.4%)
−0.121(1.7%)

LHC 7 TeV 167.0 +6.7(4.0%)
−10.7(6.4%)

+4.6(2.8%)
−4.7(2.8%)

LHC 8 TeV 239.1 +9.2(3.9%)
−14.8(6.2%)

+6.1(2.5%)
−6.2(2.6%)

LHC 14 TeV 933.0 +31.8(3.4%)
−51.0(5.5%)

+16.1(1.7%)
−17.6(1.9%)

TABLE II: Pure NNLO theoretical predictions for various
colliders and c.m. energies.

To assess the numerical impact from soft gluon re-
summation, in table II we present results analogous to
the ones in table I but without soft gluon resummation,
i.e. at pure NNLO. Comparing the results in the two
tables we conclude that the effect of the resummation
is a (2.2, 2.9, 2.7, 2.2)% increase in central values and
(2.4, 2.2, 2.1, 1.5)% decrease in scale dependence for, re-
spectively, (Tevatron, LHC7, LHC8, LHC14).
Next we compare our predictions with the most precise

experimental data available from the Tevatron and LHC.
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The comparison with the latest Tevatron combination
[36] is shown in fig. 3. The measured value σtot = 7.65±
0.42 pb is given, without conversion, at the best top mass
measurement [37] m = 173.18 ± 0.94 GeV. From this
comparison we conclude that theory and experiment are
in good agreement at this very high level of precision.
In fig. 4 we show the theoretical prediction for the

tt̄ total cross-section at the LHC as a function of the
c.m. energy. We compare with the most precise avail-
able data from ATLAS at 7 TeV [38], CMS at 7 [39] and
8 TeV [40] as well as the ATLAS and CMS combination
at 7 TeV [41]. We observe a good agreement between
theory and data. Where conversion is provided [39], the
measurements have been converted to m = 173.3 GeV.
Finally, we make available simplified fits for the top

mass dependence of the NNLO+NNLL cross-section, in-
cluding its scale and pdf uncertainties:

σ(m) = σ(mref )
(mref

m

)4
(16)

×

(

1 + a1
m−mref

mref
+ a2

(

m−mref

mref
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)

.

The coefficient a1,2 can be found in table III.

CONCLUSIONS AND OUTLOOK

In this work we compute the NNLO corrections to
gg → tt̄ + X . With this last missing reaction included,
the total inclusive top pair production cross-section at
hadron colliders is now known exactly through NNLO
in QCD. We also derive estimates for the two-loop hard
matching coefficients which allows NNLL soft-gluon re-
summation matched consistently to NNLO. All results
are implemented in the program Top++ (v2.0) [33].
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Figure 2. Left pane: distribution of the second order coefficient dΓ(2)
t in invariant mass of the positron

and the hardest jet. Right pane: distribution of the second order coefficient dΓ(2)
t

in the opening angle of the

positron with respect to the W -direction of motion, in the W -rest frame. See text for details.

large, we fit bin-bin fluctuations and do not gain anything. However, we find that there is a range of
intermediate values of NL that we can use in the fit so that, on one hand, our final result for dΓ(2)

t /dEl

does no depend on the exact value of NL and, on the other hand, the resulting distribution is smooth.
Distributions shown in the right pane of Fig. 1 and in Fig. 2 are obtained following this procedure.

In the left pane of Fig. 2 we show NNLO QCD contributions to the kinematic distribution in
the invariant mass of the positron and the hardest (in energy) jet in the event. The jet here is
defined with the lepton collider k⊥-algorithm where the distance between two partons i and j is given
by yij = 2min(E2

i /m
2
t , E

2
j /m

2
t )(1 − cos θij). The relative angle θij is defined in the top quark rest

frame. For numerical computations, we take yij = 0.1. In the right pane of Fig. 2 we show NNLO
QCD correction to the kinematic distribution of the positron polar angle defined in the W -boson rest
frame, relative to the direction of motion of the W -boson6. This distribution is interesting because it
allows us to determine helicity fractions of the W -bosons in top decays. Indeed, to all orders in QCD
perturbation theory, the decay rate can be written as

dΓt

d cos θl
=

3

4
sin2 θlΓL +

3

8
(1 + cos θl)

2 Γ+ +
3

8
(1− cos θl)

2 Γ−. (6.5)

The widths ΓL,Γ± define partial decay rates into polarized W -bosons. The helicity fractions are con-
structed from partial widths as F±,L = Γ±,L/Γt, where Γt = Γ++Γ−+ΓL. Our result for dΓt/d cos θl
shown in Fig. 2 allows us to compute the NNLO QCD corrections to the helicity fractions. Upon doing
so, we find good agreement with similar results presented in Ref. [22]. For example, by fitting the
angular distribution shown in the right pane of Fig. 2 we find the NNLO QCD contributions to helicity
fractions7 [δFL, δF−, δF+] = [−0.0022(1), 0.0021(1), 0.0001(1)]. These numbers should be compared to
the results of analytic computations reported in Ref. [22], [δFL, δF−, δF+] = [−0.0023, 0.0021, 0.0002].
A good agreement between the two results is obvious.

7 Conclusions

In this paper we described a computation of NNLO QCD corrections to semileptonic decays of the
top quark at a fully-differential level. We have used a framework described in Refs. [29, 30, 35] that

6The momentum of the W -boson can be determined from the momentum of the recoiling hadronic system in top
decay.

7The exact definition of the helicity fractions and values of αs used to obtain these results can be found in Ref. [22].
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NNLO dijets at the LHC

NNLO dijets

Double di↵erential exclusive dijet distribution

I NNLO correction ⇠ 20% w.r.t NLO
I similar e↵ects in other y⇤ slices
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beyond 2→2 at NNLO?
measurements from Run II likely to reach % level precision

particularly ratios e.g. 3j/2j for ↵s

2→3 QCD  
needs new 
theoretical 
methods

unknown loop integrals

highly non-trivial kinematics

reduction algorithms



reduction algorithms

five-gluon all-plus helicity amplitude [SB, Frellesvig, Yang (2013)]

integration-by-parts identities: [Tkachov, Chetyrkin (1981)]

powerful codes: Reduze, FIRE, ...very difficult with large numbers of scales

maximal unitarity

integrand reduction

[Kosower, Larsen (2011)]

on-shell reduction computation of master 
integral coefficients via contour integration

4-D studies with complicated kinematics

Kosower, Larsen, Caron-Huot, 
Johansson, Sogaard, Zhang

Mastrolia, Mirabella, Ossola, Peraro, SB, 
Frellesvig, Zhang, Huang, Feng

generalized OPP method without IBPs using
computational algebraic geometry

valid in d-D 
not (yet) to minimal 

basis of integrals 

[Mastrolia, Ossola (2011)]  [SB, Frellesvig, Zhang (2012)]



loop integrals
Much improved understanding of integration 

methods and basis of functions

cross talk between physics 
and mathematics

technology already playing leading role in 
N3LO computations [see talk by Duhr]

canonical basis for differential equations

direct integration methods [Brown][Panzer]

[Henn]

still more needed for full 
set of NNLO integrals



Part II: Monte-Carlo and precision phenomenology



new methods for MC simulations

multi-jet mergingshower matching

NLO is the new standard precision for SM predictions

MEPS@NLO, 
FxFx, UNLOPS, 
MiNLO, Geneva

MC@NLO, POWHEG

Frixione, Webber, Nason
Hoeche, Krauss, Schoenherr, Siegert, Frixone, Frederix, Lonnblad, Prestel, 

Platzer, Hamilton, Nason, Oleari, Zanderighi, Alioli, Baur, Berggren, 
Hornig, Tackmann, Vermilion, Walsh, Zuberi 

SHERPA, HERWIG++/MATCHBOX, POWHEG-BOX, 
GENEVA, MADGRAPH5_aMC@NLO,...

now being implemented into MCs



sketch of PS matching
NLO+PS merging must avoid double counting
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sketch of PS matching
MC@NLO

POWHEG
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[Frixione, Webber (2002)]
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modify 1st  emission



multi-jet merging
Matching tree level ME and parton showers

Sherpa CS shower, matched with Z0
+Njet jets vs CDF data.
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[S. Höche, F. Krauss, S. Schumann, F. Siegert, JHEP 0905:053,2009.]

Reached remarkable stability wrt Qini variation.

Stefan Gieseke · MIAPP workshop 2014 25/41

[Hoeche, Krauss, Schumann, Siegert (2009)]

Z+jets ME+PS

LO example

CKKW-L

MLM

UNLOPS

LO methods

NLO methods

MEPS@NLO

FxFx

MiNLO

GENEVA

UMEPS

[Catani et al (2001)] [Lonnblad (2002)]

[Prestel, Lonnblad (2012)]

[Hoche et al. (2012)]

[Hamilton et al. (2012)]

[Alioli et al. (2013)]unitary

[Frederix, Frixione (2012)]

[Prestel, Lonnblad (2012)] [Platzer (2012)]

[Mangano]

mild dependence on 
merging scale



precise SM backgrounds
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+SHERPA: Cascioli et al. arXiv:1309.0500]

ME+PS see [aMC@NLO: Hirschi 
et al. arXiv:1110.4738]
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Figure 3. Leading-jet transverse momentum (left) and total transverse energy (right): Nlo 4`

(green dashed) and Nlo 4` + 1j (green dotted) results are compared to an inclusive Mc@Nlo 4`

simulation (blue) and to Meps@Nlo 4`+0, 1j predictions (red). Uncertainty bands describe com-
bined QCD- and resummation-scale uncertainties (added in quadrature).

Sudakov logarithms are relatively mild in this region (cf. Fig. 3.a), and parton-shower ef-
fects are dominated by subleading logarithms associated with the running of ↵

s

in the
↵
s

(pT) ln(pT)/pT terms. Double logarithms become dominant at much smaller transverse
momenta, and we checked that they drive the Nlo cross sections into the negative range
only at pmax

T ⇠ 2 GeV. For pmax
T ' 25–30 GeV, which corresponds to the jet-veto values in

the H ! WW⇤ analyses at the LHC, fixed-order and matched/merged results deviate by less
than 5%. This represents the net effect of Sudakov logarithms beyond NLO, and its small-
ness is due to the moderate size of the logarithmic terms but also to cancellations between
leading and subleading logarithms. The uncertainty due to subleading Sudakov logarithms
that are not included in the Mc@Nlo and Meps@Nlo approximations are quantified via
resummation-scale variations, which are reflected in the respective scale-variation bands,
and turn out to be at the percent level.

As shown in Fig. 4.b, in the inclusive 1-jet bin the discrepancies between the various
approximations become more sizable. The inclusive Mc@Nlo simulation underestimates
the 1-jet cross section by 20–30% for 30 GeV < pmin

T < 100 GeV. For transverse-momentum
thresholds up to 50 GeV, the fixed-order 4` + 1j cross section is in quite good agreement
with the Meps@Nlo prediction as expected. However, as already observed in Fig. 3.a,
the Nlo cross section develops a significant excess in the tail. The uncertainties of the
Meps@Nlo and Mc@Nlo cross sections in the 1-jet bin are rather independent of the
pT-threshold and amount to about 5% and 10%, respectively.

4.2 Squared quark-loop contributions

Detailed results for the squared quark-loop cross sections in the inclusive analysis and
requiring one or more jets with pT > 30 GeV are presented in Table 3. Fixed-order cal-
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ME merging at NLO (MEPS@NLO)

Fixed order

PS matched with S-MC@NLO 

Scale choices
dynamical choices often give more 

stable NLO predictions e.g HT

multi-scale choices: e.g. MiNLO 
[Hamilton, Nason, Zanderighi (2012)]
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Higgs + jets

H+3j @ NLO

H+2j @ NLO
[Campbell, Ellis, Zanderighi (2006)]

[GOSAM+SHERPA: Cullen et al. (2013)]

[GOSAM+SHERPA: Cullen et al. (2012)]

[MCFM: Campbell, Ellis, Williams (2010)]

VBF H+3j @ NLO
[VBFNLO: Camapanrio et al. (2013)]

fast analytic amplitudes with on-shell methods:
Berger, Dixon, Del Duca, SB, Glover, Risager, 
Mastrolia, Williams, Sofianatos, Ellis, Campbell

one-loop corrections in the heavy 
top quark effective theory

mt ! 1

likely very important for Run II
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H+0,1,2 j MEPS@NLO
[MCFM+SHERPA:  Hoeche, Krauss, 

Schoenherr (2014)]

H+3j @ NLO
[GOSAM+SHERPA: Cullen et al. (2013)]
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employ a combination of MadGraph [42, 43] (matrix el-
ements), MadDipole [44, 45] (subtraction terms), and
MadEvent [46] (numerical integration). We verified the
independence of our result under the variation of the so
called α-parameter that fixes the amount of subtractions
around the divergences of the real corrections.
We first proved the consistency of our hybrid MC in-

tegration on pp → Hjj, verifying that the full cross sec-
tion at NLO agrees with the corresponding result for the
integration of both the virtual and the real corrections
obtained by the interplay of Sherpa and GoSam alone.
Moreover, for the process under consideration, namely
pp → Hjjj, we found excellent agreement betweenMad-
Graph and Sherpa for the LO cross section.

INTEGRATED CROSS SECTION

In the following, we present results for the integrated
cross section of Higgs boson plus three jets production at
the LHC, for a center-of-mass energy of 8 TeV. The mass
of the Higgs boson is set to mH = 125 GeV.
Jets are clustered using the antikt-algorithm imple-

mented in FastJet [47–49] with radius R = 0.5 and
a minimum transverse momentum of pT,jet > 20 GeV
and pseudorapidity |η| < 4.0. The LO cross section
is computed with the LO parton-distribution functions
cteq6L1, whereas at NLO we use cteq6mE [50].
Everywhere, but in the effective coupling of the Higgs

to the gluons, the renormalization and factorization
scales are set to

µF = µR =
ĤT

2
=

1

2
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i

|pT,i|

)
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where the sum runs over the final state jets. The strong
coupling is therefore evaluated at different scales accord-
ing to α5

s → α2
s(mH)α3

s(ĤT /2). The theoretical uncer-
tainties are estimated by varying the scales by factors
of 0.5 and 2.0 respectively. In the effective coupling the
scale is kept at mH . Within this setup we obtain the
following total cross section at LO and NLO:

σLO[pb] = 0.962+0.51
−0.31 , σNLO[pb] = 1.18+0.01

−0.22 .

The scale dependence of the total cross section, depicted
in Fig. 2, is strongly reduced by the inclusion of the NLO
contributions.
In Figs. 3 and 4, we show the pT distributions of the

three jets and of the Higgs boson, respectively. The NLO
corrections enhance all distributions for pT values lower
than 150− 200 GeV, whereas their contribution is neg-
ative at higher pT . This behavior is explicitly shown in
the lower part of Fig. 4 for the case of the Higgs boson.
This study also shows that the virtual contributions

for pp → Hjjj generated by GoSam can be successfully
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Higgs + jets
H+1j,2j @ NLO+PS

[MCFM+POWHEG+MADGRAPH4:  Campbell et al. (2012)]
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FIG. 7: The dependence of the cross section on the εγ parameter in the Frixione-cone photon

isolation. The LO result is given by the dashed (blue) line, and the NLO one by the solid (black)

line. The error bars indicate the numerical integration uncertainties.

In a previous study of single-photon production in association with jets, we observed that

the NLO cross section depended only weakly on the parameters used for the Frixione-cone

isolation of the photons. We have examined the dependence on one of these parameters, the

energy fraction εγ , in the present study. The results are shown in fig. 7. The LO result is

of course independent of the parameter, as there is no additional radiation that could enter

the photon cone; this result is shown for comparison in the figure. The NLO cross section

is only weakly dependent on this parameter in the range 0.03 < εγ < 0.5.

C. Cross Sections and Distributions

In Table I, we present the LO and NLO parton-level cross sections for inclusive diphoton

production accompanied by two jets. We consider the six different sets of cuts discussed

in section IID. We list separately the contributions from the gg → γγgg subprocess (this

contribution is also included in the NLO prediction).

The pure-gluon process starts only at one loop, and is therefore suppressed by two powers

of αs. As discussed earlier, we might expect it to be genuinely suppressed compared to the
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string hadronization model [83] has been found to have negligible impact on jet observables in previous
studies [55, 82], and is therefore not considered here.

All observables studied in the following have been calculated using the same event sample. It is defined by
requiring at least two anti-k? jets (R = 0.4) with p? > 10 GeV at the parton level before applying any
resummation, of which at least one must have p? > 20 GeV. Fig. 1 presents the colour scheme used to
display the individual uncertainties and their overlaps.

Inclusive jet rates

The first observables to study are inclusive jet production rates. These have been measured by the ATLAS
collaboration [21]. Jets are defined at the particle level using the anti-k? algorithm with R = 0.4 and p? > 60
GeV within |y| < 2.8. Jets are ordered in transverse momentum. Additionally, the leading jet is required to
have p? > 80 GeV.

Fig. 2 presents the results. We observe good agreement between our Monte-Carlo simulations and experi-
mental data. The renormalisation and factorisation scale uncertainty amounts to approximately 7% for the
dijet inclusive cross-section, which is described at next-to-leading order accuracy, while it increases to 14%
for the three-jet inclusive rate, which is described at leading order accuracy only. All higher multiplicity jet
inclusive rates are described at the logarithmic accuracy of the parton shower only and therefore inherit the
scale uncertainty of the inclusive three-jet rate. The resummation uncertainties, indicating the observables
sensitivity to multiple higher-order soft emissions below the resummation scale, is slightly larger: 8% for
the dijet inclusive cross section and 35% for the three-jet inclusive rate. They steadily increase for higher
jet multiplicities. The non-perturbative uncertainties, on the other hand, are negligible, contributing from
⇠0.2% for the dijet cross section to ⇠6% for the inclusive 5 jet cross section.
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off-shell effects in top pair 
production

[Heinrich, Maier, Nisius, Schlenk, Winter arXiv:1312.6659]

The next-to-leading order (NLO) QCD corrections to top quark pair production have

been already known for a long time [26–30]. The NLO electroweak corrections were cal-

culated in [31]. Very recently the full NNLO cross section for tt̄ production has become

available [32]. These calculations treat the top quarks as stable on-shell particles. De-

cays can then be attached to the top quarks in the narrow width approximation (NWA),

where production and decay decouple. In most applications, these decays are calculated

only at the leading order. One however makes use of spin density matrix or reweighting

techniques to preserve the spin correlations between particle production and decay. This,

especially, is the standard in multi-purpose Monte Carlo event generators. At parton level,

NLO calculations using the NWA were further improved by promoting the treatment of

top quark decays to NLO.1 The complete evaluation of the O(↵
s

) corrections to tt̄ produc-

tion and decay based on the NWA and in full regard of spin correlations is documented in

Refs. [34–36].

The full process pp̄ or pp ! W+W�bb̄ at O(↵2

s

↵2), where top quarks are treated

as o↵-shell particles, represents a 2 ! 4 process which is of much higher complexity.

It includes resonant top quark production and decay, but also singly resonant and non-

resonant contributions. Using massless b quarks, this process was calculated at NLO in

QCD in [37–39]. More recently, as shown in [40, 41], it was also computed in the 4-flavour

scheme, i.e. for massive b quarks.

In this paper we calculate the NLO QCD corrections to the O(↵2

s

↵2) processes pp̄

and pp ! W+W�bb̄ ! (e+⌫e) (µ�⌫̄µ) bb̄ in the 5-flavour scheme, including singly resonant

and non-resonant contributions, corresponding to Feynman diagrams containing only one

or no top quark propagator that can go on-shell. The impact of non-resonant W boson

contributions has been studied in [38] and found to be small. Therefore, non-resonant

contributions from W bosons are neglected in our calculation. On the other hand, in

contrast to the calculations in [37–39], contributions from (massless) b quarks in the initial

state are included in the calculation presented here.

The structure of this paper is as follows: in Section 2, we give details about the

calculation and present some numerical results for LHC collisions at 7 TeV, in particular

for observables which are sensitive to the non-factorizing contributions. In Section 3, we

perform a detailed phenomenological analysis of observables that are of particular interest

for precision studies: the top quark mass and observables related to tt̄ asymmetries. Finally,

we conclude in Section 4.

2 Calculational framework and numerical results

For all our perturbative QCD, parton level calculations, we use the GoSam [42] plus

Sherpa [43] combined generator package, in short GoSam+Sherpa. For examples of

applications, see Refs. [44–47], for a list of pre-generated process packages, see [48]. The

1One recent development presented in [33] concerns the calculation of NLO corrections to polarized top

quark decays with an additional jet in the final state.
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Figure 9: Results from pseudo-data sets generated from the NLO calculation in the full

approach. In (9a), one NLO pseudo-data set (black points) at min

t = 172.5 GeV is shown

together with its fit (red line) and the underlying NLO template (black histogram). The

mean value of mlb for the template is denoted by hmlbi. The predictions regarding the

di↵erence mout

t �min

t (i.e. the mt o↵set) are depicted in (9b) for three input values of mt.

These results were computed from many pseudo-data sets analyzed with a theory model

based on NLO (red) or LO (blue) templates constructed from full calculations, and using

µ = ĤT /2. The points show the observed mean di↵erences in mout

t � min

t , together with

their statistical uncertainty corresponding to a luminosity of 4.7/fb. The horizontal lines

stem from a fit of the three points to a constant, displaying the average o↵set. The bands

indicate the o↵set observed when replacing the NLO pseudo-data by the ones obtained

from the NLO scale variation samples.

min

t = 172.5 GeV, which in this figure is shown as the (black) histogram. The result of the

template fit using the NLO templates is displayed as the (red) line in this figure. Within

the sizeable variations of the data points given the data statistics, the fit coincides with

the underlying theory hypothesis, demonstrating the internal consistency of the method.

Given these uncertainties, with the presently available luminosity, the shape di↵erences of

the LO and NLO templates seen in Figure 8 cannot be discriminated from experimental

data, but will be compensated for by a di↵erent fit-value obtained for mt.

The sensitivity to the theoretical assumptions and their uncertainties is assessed by fits

to one thousand pseudo-data sets. For three di↵erent values of min

t , Figure 9b shows the

observed di↵erence of mout

t , the mass measured by the procedure, and min

t , the one used

to generate the pseudo-data. The red points correspond to the mean di↵erence observed

for all pseudo-data sets that are produced as in Figure 9a and analyzed with the NLO

templates. The uncertainty per point is statistical only and corresponds to the expected

experimental uncertainty for the assumed data luminosity. The red band corresponds to the

scale uncertainty on the measured top quark mass obtained by replacing the pseudo-data

with those from the scale variation NLO samples, while keeping the original NLO templates.
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Figure 10: Same as Figure 9, but for pseudo-data sets and templates generated from the

factorized calculations using µ = mt. Note that the vertical axes’ ranges of both figures

are di↵erent from the corresponding ones in Figure 9.

The resulting uncertainty is significantly larger than the statistical precision, and of similar

size as the total theoretical systematic uncertainty assigned to the experimental result [24].

It has been shown in Figures 6a and 8 that, at the same top quark mass, the predicted

mlb distributions calculated in the full approach at LO and NLO are significantly di↵erent.

The flatness of the leading order scale variation band in Figure 6a shows that the LO

scale variations – although strongly a↵ecting the cross section – introduce only small shape

distortions into the mlb distribution. Given that the shape changes observed at NLO are

significant, determining shape dependent observables assuming LO predictions as theory

model will inevitably su↵er from this shortcoming of the LO prediction. Nevertheless, to

assess the size of the e↵ect for full calculations, we also performed a determination of the

top quark mass using the LO templates, still based on the NLO pseudo-data sets. This

mimics the situation in which LO templates are used to measure the top quark mass from

data that actually resemble the NLO prediction. The result of this is shown as blue points

in Figure 9b. In this parton level investigation, the di↵erence mout

t �min

t turns out to be

about �1.9 GeV. Consequently, a sizeable (but di↵erent) o↵set is expected when using

LO predictions for experimental top quark mass measurements. In this situation, the

data would also su↵er from the scale variation uncertainties, as can be seen from the blue

band, obtained by generating the pseudo-data sets in the same way as for the red band,

but keeping the LO templates as theory model. Clearly, although not properly assessable

within the LO description of the theory model, the e↵ect would be present in data.

Using exactly the same strategy, the results for the factorized approach are shown in

Figure 10. Again, the implications of scale variations and template modelling at di↵erent

orders in ↵
s

are discussed in turn. For the factorized calculation, the size of the red

band reflecting the scale variation uncertainty is about ±0.2 GeV, which is significantly

smaller than the one of the full calculation, where it amounts to about +0.6
�1.0 GeV. This
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Figure 13: Dependence of the tt̄ and leptonic forward-backward asymmetries on the

kinematical requirement concerning the minimal charged lepton transverse momentum

pmin
T,l . Di↵erent lines belong to di↵erent scale choices; the solid and dashed lines respec-

tively correspond to the full (WWbb̄) and factorized (tt̄) approach in calculating W+W�bb̄

production at NLO in the dilepton channel at the Tevatron. Both types of calculations are

explained in Section 2.1. The vertical bars denote the Monte Carlo statistical uncertainties.

increasing pmin
T,l , the relative weight of the ++ and �� bins rises further.

To quantify this in terms of the asymmetries stated in Eqs. (3.4) and (3.5), we re-

spectively evaluate the dependence of AFB

t¯t and AFB
ll on the imposed minimal transverse

momentum of the charged leptons. The results are depicted in Figure 13 for five di↵erent

values of pmin
T,l . This time we have included the predictions from the factorized approach

to enable direct comparison between the two calculational approaches, hence estimating

the e↵ects missed by the factorized description. The scale choices utilized to produce the

results are, as before, µ = mt and µ = mt¯t/2. We observe, in accordance with the findings

above (and within the Monte Carlo statistics achieved) that the di↵erence between AFB

t¯t

and AFB
ll decreases with increasing pmin

T,l . It also becomes clear that the absolute change

of AFB

t¯t and AFB
ll with pmin

T,l rather strongly depends on the scale choice. As can be seen,

increasing the pT threshold for the charged leptons causes the asymmetries to rise faster

once we rely on the fixed scale (µ = mt) instead of the dynamical ones (µ = mt¯t/2). Almost

no rise can only be found for the two top quark asymmetry predictions obtained with the

dynamical scale choice. These turn out to be rather constant over the pmin
T,l range investi-

gated here, but di↵er in that the factorized prediction has dropped by ⇠ 15% below the

full one. This trend is more general; in comparison to the NLO tt̄ approach, the full WWbb̄

treatment is found to generate systematically larger asymmetries. Yet, the di↵erence is not

them with the four leptons to the invariant mass of a tt̄-like system.
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Figure 14: Ratio between the leptonic and top quark forward-backward asymmetries at

the Tevatron, as a function of pmin
T,l . The solid (dashed) lines represent the outcomes of the

full (factorized) QCD NLO corrections toW+W�bb̄ final states contributing to the dilepton

channel at O(↵2

s

↵2). The vertical bars denote the Monte Carlo statistical uncertainties.

Note that the predictions associated with the highest pmin
T,l requirement su↵er from low

statistics. For better visibility of the individual results, these points therefore have been

slightly shifted along the horizontal axis.

su�cient to reconcile the theory predictions with the current experimental measurements.

Taking the result for the lowest pmin
T,l cut and the mt scale choice, we note good agreement

with the results stated in Ref. [91], although slightly tighter pseudo-rapidity constraints

(namely |⌘b,l|  2.0, cf. Eqs. (3.6)) were used in this work. For the experimental status,

see Refs. [3, 6, 7].

The ratio AFB
ll /A

FB

t¯t is known to be less a↵ected by scale choices and uncertainties. We

therefore show these ratios for all our di↵erent choices in Figure 14. Indeed we find these

ratio predictions to be more robust, and conclude that this quantity can be predicted more

reliably than the absolute behaviour of the asymmetries. Again, the trend of increasing

correlation between the two types of asymmetries can be seen for events containing more

strongly boosted leptons.

4 Conclusions

We have calculated the NLO QCD corrections to the processes pp (pp̄) ! W+W�bb̄ !
(e+⌫e) (µ�⌫̄µ) bb̄ in the 5-flavour scheme, including non-resonant diagrams and singly res-

onant top quark contributions, using the automated one-loop generator GoSam in com-
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ratio AFBll / AFBtt more stable to NLO 
effects (scale variations, off-shell...)

The next-to-leading order (NLO) QCD corrections to top quark pair production have

been already known for a long time [26–30]. The NLO electroweak corrections were cal-

culated in [31]. Very recently the full NNLO cross section for tt̄ production has become

available [32]. These calculations treat the top quarks as stable on-shell particles. De-

cays can then be attached to the top quarks in the narrow width approximation (NWA),

where production and decay decouple. In most applications, these decays are calculated

only at the leading order. One however makes use of spin density matrix or reweighting

techniques to preserve the spin correlations between particle production and decay. This,

especially, is the standard in multi-purpose Monte Carlo event generators. At parton level,

NLO calculations using the NWA were further improved by promoting the treatment of

top quark decays to NLO.1 The complete evaluation of the O(↵
s

) corrections to tt̄ produc-

tion and decay based on the NWA and in full regard of spin correlations is documented in

Refs. [34–36].

The full process pp̄ or pp ! W+W�bb̄ at O(↵2

s

↵2), where top quarks are treated

as o↵-shell particles, represents a 2 ! 4 process which is of much higher complexity.

It includes resonant top quark production and decay, but also singly resonant and non-

resonant contributions. Using massless b quarks, this process was calculated at NLO in

QCD in [37–39]. More recently, as shown in [40, 41], it was also computed in the 4-flavour

scheme, i.e. for massive b quarks.

In this paper we calculate the NLO QCD corrections to the O(↵2

s

↵2) processes pp̄

and pp ! W+W�bb̄ ! (e+⌫e) (µ�⌫̄µ) bb̄ in the 5-flavour scheme, including singly resonant

and non-resonant contributions, corresponding to Feynman diagrams containing only one

or no top quark propagator that can go on-shell. The impact of non-resonant W boson

contributions has been studied in [38] and found to be small. Therefore, non-resonant

contributions from W bosons are neglected in our calculation. On the other hand, in

contrast to the calculations in [37–39], contributions from (massless) b quarks in the initial

state are included in the calculation presented here.

The structure of this paper is as follows: in Section 2, we give details about the

calculation and present some numerical results for LHC collisions at 7 TeV, in particular

for observables which are sensitive to the non-factorizing contributions. In Section 3, we

perform a detailed phenomenological analysis of observables that are of particular interest

for precision studies: the top quark mass and observables related to tt̄ asymmetries. Finally,

we conclude in Section 4.

2 Calculational framework and numerical results

For all our perturbative QCD, parton level calculations, we use the GoSam [42] plus

Sherpa [43] combined generator package, in short GoSam+Sherpa. For examples of

applications, see Refs. [44–47], for a list of pre-generated process packages, see [48]. The

1One recent development presented in [33] concerns the calculation of NLO corrections to polarized top

quark decays with an additional jet in the final state.
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QCD+EW

Nearly ready for production in automated codes

e.g. GOSAM, RECOLA, OPENLOOPS, aMC@NLO

mixed EW+QCD effects can be large at high pT

Kuhn, Kulesza, Schulze, Pozzorini (2005)

e.g. ~30-50% at LHC-14 for 
pT~1-2 TeV in Z+j 

see Z+2j [RECOLA: Actis, Denner, Hofer, Scharf, Uccirati]

Largely known for 2→2 processes

problem: book-keeping all inter-
ference terms between g and gs

Figure 2: Relative electroweak correction and statistical error for the unpolarised in-
tegrated cross section for pp → Zj at

√
s = 14TeV as a function of pcut

T : (1+2)-loop
LL+NLL (solid), 2-loop LL (dash-dotted) and 2-loop LL+NLL (dashed) correction and
statistical error (shaded region) with respect to the lowest order cross section.

We also compared the lowest order pT distribution and one-loop logarithmic correction
for the LHC with the results of Ref. [23]. In their calculations the authors of Ref. [23]
introduced rapidity cuts, chose the scale of running αS to be µ2 = ŝ, and while evaluating
the one-loop corrections did not consider the electromagnetic part but only the weak
contributions. Taking into account these differences we find a good agreement for the
lowest order pT distribution and one-loop corrections, at the level of a per cent for the
latter. This shows that the main part of the one-loop EW correction is given by the
logarithmic contribution.

Results for the Z + 1 jet production at the Tevatron are shown in Fig. 3a,b and in
Fig. 4 for the pT distribution and the integrated cross section, respectively. Contrary to the
LHC case, at the Tevatron the one- and two-loop logarithmic electroweak corrections to
the cross section do not bear much significance for the precise measurement, as illustrated
in Fig. 4. Comparing our results with those of Ref. [23] we note a disagreement for the
lowest order pT distribution by roughly a factor of ten at high pT values.

4 Conclusions

Experiments at the LHC will for the first time explore energies in the range well beyond
1 TeV. In this region, where ŝ # M2

W ∼ M2
Z , the electroweak radiative corrections be-

come important due to large logarithms of ŝ/M2
W . In the present paper we have studied

their impact on hadronic Z-boson production at large transverse momentum. We have
calculated the one- and two-loop electroweak corrections in logarithmic approximation, in-
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Outlook

•NLO: new standard accuracy for modelling SM backgrounds

• wide range of phenomenological tools now available

• 2→5/6 processes now possible

• detailed theory uncertainty estimates with ME+PS @ NLO

• NNLO precision for 2→2 processes [di-jets, H+j, tt, VV]

• beyond 2→2? automated NNLO? [more theory needed here]
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Vector bosons at NNLO

VBFNLO:

recent updates in MCFM : [v6.8]

POWHEG-BOX:  (new  V2)
[Melia et al. (2011)] 

EW and QCD [Jager, Zanderighi (2012)] 

EW and dim 6 CP viol. [Jager, Karlberg, Zanderighi (2013)] 

Some recent updates:
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pp ! ZZ toe+e�µ+µ� incl. gg inital statespp ! ��� and ��j
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[OPENLOOPS+SHERPA: Hoeche et al. (2014)]
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Recent top studies at NLO

[HELAC-NLO: Bevilacqua et al. (2010)]

[Alioli, Moch, Uwer (2011)]

POWHEL: Garzelli et al. (2012)

[OPENLOOPS+SHERPA: Hoeche et al. (2014)]

POWHEL: Kardos, Trócsányi (2014)
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FIG. 3: Invariant mass of the charged lepton pair for the
pp → e+νeµ

−ν̄µbb̄ + X process in the 4F scheme, with the
Higgs measurement cuts, apart from the cut on the charged
lepton invariant mass mll < 50 GeV.

Due to the complexity of the process, and the
rather involved set of cuts, it is not straight-forward
to define a single hard scale for this process that could
be used as a renormalisation and factorisation scale.
We have therefore chosen a scale that is not very
specific to this process, but should capture well the
general hardness of the kinematics. This central scale
is µ0

R = µ0
F = HT /2, i.e. half the scalar sum of the

transverse energies of all the final state particles/partons
(including the two neutrinos). With this central scale,
NLO corrections are relatively small for both the
inclusive process as well as after applying the cuts
described above. To assess contributions from beyond
NLO we assign an uncertainty to our predictions by
computing the envelope of the results with renormal-
isation and factorisation scales equal to (µR, µF ) =
{(1, 1), (0.5, 0.5), (2, 2), (0.5, 1), (2, 1), (1, 0.5), (1, 2)} ×
(µ0

R, µ
0
F ). These 7 values are obtained at no extra CPU

cost using the reweighting method described in Ref. [22].
In Figs. 3-5 we show the invariant mass of the two

charged leptons (mll), the azimuthal separation of the
two leptons (∆φll) and the transverse mass of the Higgs
boson (mH

T ), respectively. The latter is defined as

mH
T =

√

(Ell
T + Emiss

T )2 − |pll
T +Emiss

T |2, where Ell
T =

√

|pll
T |

2 +m2
ll. The mll and ∆φll variables are used to

define the “Higgs topology” cuts, while the mH
T distri-

bution is used to extract the Higgs signal in the cut-
based analysis by ATLAS [4]. In the plots, results for
the full pp → e+νeµ−ν̄µbb̄ + X process at LO (labelled
“WWbb LO”) and NLO (“WWbb NLO”) are presented. Also
shown are the separate LO calculations for top pair pro-
duction (“LO: tt”), W -boson associated single top pro-

FIG. 4: Azimuthal separation of the charged leptons for the
pp → e+νeµ

−ν̄µbb̄ + X process in the 4F scheme, with the
Higgs measurement cuts, apart from the cut on the charged
lepton invariant mass |∆φll| < 1.8.

FIG. 5: Higgs transverse mass for the pp → e+νeµ
−ν̄µbb̄+X

process in the 4F scheme, with the Higgs measurement cuts.

duction (“LO: Wt”), b-quark associated llνν production
(“LO: WW”) and their sum (“LO: tt+Wt+WW”). These lat-
ter processes are defined in the narrow width approxima-
tion, i.e. in the LO: tt process we take only diagrams
with two s-channel top quark propagators into account
(e.g. Fig. 1(a)), LO: Wt has only diagrams with one s-
channel top quark propagator (e.g. Fig. 1(b)), while the
LO: WW process has no s-channel top quark propagators
in any of its contributing diagrams (e.g. Fig. 1(c)); all
other parameters are the same as used for the WWbb LO
predictions. The differences between the LO: tt+Wt+WW
and WWbb LO results stem only from interference effects

[aMC@NLO: Frederix arXiv:1311.4893]

�NLO
pp!t̄tj(µR = µF = mt) = 687(7)+23

�58 pb

mt ! 1

X

pp ! H ! 4l

pp ! H ! l+⌫l�⌫̄

pp ! H ! l+⌫l�⌫̄bb̄

pp ! H ! ��

pp ! G ! �� + j

pp ! �� + j
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pp ! �� + 3j

[OPENLOOPS+SHERPA: Kallweit et al. arXiv:1312.0546]

top backgrounds: off-shell with full b-quark mass effects 
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Fig. 6 Differential distributions in the 0-jet bin: azimuthal-angle separation (left) and invariant mass (right) of the two charged leptons. Same
conventions as in Fig. 4.
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Figure 3. Invariant mass distributions of the tt̄-pairs for tt̄H
and tt̄Hj at NLO relative to the tt̄Hj at LO for µ = 2×GAT .

Eq. (1) in a non-exceptional phase-space point are col-
lected in the Appendix.
In view of the later comparison between the processes

pp → tt̄H and pp → tt̄Hj at NLO QCD accuracy,
we also used the GoSam/Ninja+Sherpa framework
to compute the cross section for tt̄H production. We
found excellent agreement with the results presented in
Refs. [7, 48].

NUMERICAL RESULTS

In the following, we present results for the integrated
cross section for a center-of-mass energy of 8 TeV. The
mass of the Higgs boson is set to mH = 126 GeV
and the top quark mass is set to mt = 172.5 GeV.
The parameters of the electroweak sector are fixed by
setting MW = 80.419 GeV, MZ = 91.1876 GeV and
α−1
EW = 132.50698.
To cluster the jets we use the antikt-algorithm imple-

mented in FastJet [49–51] with radius R = 0.5, a mini-
mum transverse momentum of pT,jet > 15 GeV and pseu-
dorapidity |η| < 4.0. The LO cross sections are computed
with the LO parton-distribution functions cteq6L1 [52],
whereas at NLO we use CT10 [53].
In order to study the scale dependence of the total cross

section, we employ two different choices of the renormal-
ization and factorization scales µR = µF = µ0, namely
µ0 = HT and µ0 = 2×GAT with

HT =
∑

final
states f

|pT,f | , (2)

GAT = 3
√
mT,H mT,t mT,t̄ +

∑

jets j

|pT,j | . (3)

Figure 4. Transverse momentum distribution of the Higgs
boson at LO and NLO for µ = HT .

Figure 5. Pseudorapidity η of the Higgs boson at LO and
NLO accuracy for µ = HT .

Within this setup, for the two scale choices, we obtain
the total LO and NLO cross sections reported in Table I.

Central Scale σLO [fb] σNLO [fb]

2×GAT 80.03+35.64
−23.02 100.6+0.00

−9.43

HT 88.93+41.41
−26.13 102.3+0.00

−15.82

Table I. Total cross section for tt̄Hj for different choices of
the central scale at LO and NLO.

The scale dependence of the total cross section, de-
picted in Fig. 2, is strongly reduced by the inclusion of

[GOSAM+SHERPA: van Deurzen et al. arXiv:
1307.8437]
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constraining ttZ couplings 
at NLO accuracy 
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Figure 9: Significance of deviations from the SM vector and axial couplings �C1,V and �C1,A,
using 30, 300 and 3000 fb�1 of data at the

p
s = 13 TeV LHC. Results using the LO prediction

and uncertainty are shown on the left, the corresponding NLO QCD results are shown on the right
hand side.

in Fig. 9 show the significance with which non-SM tt̄Z couplings can be separated from

the SM hypothesis, assuming that the SM hypothesis is true. Clearly, this significance

is a function of the accumulated luminosity and the associated uncertainties at the given

order in perturbation theory. We therefore present six scenarios for luminosities of 30 fb�1,

300 fb�1, and 3000 fb�1 at the 13 TeV LHC with theory input at leading and next-to-leading

order in QCD. The LO pdf uncertainties are slightly smaller than at
p
s = 7 TeV, allow-

ing us to use an overall scale uncertainty of 30% at LO and 15% at NLO. The couplings

outside the light-blue area in Fig. 9 roughly correspond to the ones that can be excluded

at 68% confidence level (C.L.), whereas couplings outside the orange colored boundary can
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probes for ttH coupling 
at NLO accuracy


