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Introduction
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• This talk will discuss the run-1 
performance of:


• The ATLAS Inner Detector (Tracker)


• The ATLAS Muon Spectrometer (with some 
comparisons to that of CMS)


• See A. Rizzi’s talk for the flavour tagging 
discussion & more details on the CMS 
Tracker performance


• Run-2 improvements will be covered 
briefly 


• See M. Elsing’s earlier talk in Parallel 
Session 5 for more details…



Tracking - Introduction

• Tracking aim = reconstruction of charged 
particle trajectory


• 5 track parameters: d0, z0, φ0, θ, q/p


• measured with the ATLAS Inner Detector


• We need detailed knowledge of:


• ID material description & magnetic field


• detector alignment


• tracking efficiency / systematics


• performance under complex conditions


• high pile-up


• tracking in dense environments
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Pixel SCT TRT
barrel layers 3 4 72

end-cap layers 2*3 2*9 2*160
∅ hits / track 3 8 ~30

element size [μm] 50x400 80 4 mm
resolution [μm] 10x115 17x580 130

channels 8*10e7 6.3*10e6 3.5*10e5



Tracking Performance

• High performance of ID components


• hit efficiency: up to 99.9%


• SCT >99%,   Pixel >97%,   TRT >94%


• Occupancy: 


• ~linear with pile-up, no saturation


• All technologies are robust against pile-
up


• ID hits are accurately simulated


• nearly perfect Data/MC agreement in # of 
Pixel and SCT hits 


• reconstructed track parameter 
distributions also agree well
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ID material studies

• Hadronic Interaction Vertices


• fit tracks from hadronic interactions to vertex


• vertex resolution @ R<100 mm = 200-300 μm (R, z)


• result: clearly visible detector features


• Improvement of simulation


• precise localization of data/MC disagreements


• allows precise modelling of pixel modules, beam 
pipe, …


• [ATLAS] validates overall material description to 
< 7% uncertainty


• other techniques: e.g. photon conversions (see 
CMS plot to the right)
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16 6 Material plots from photon conversions and nuclear interactions

(a)

(b)

Figure 16: Material distribution versus the radius estimated from reconstructed photon conver-
sions (a) and nuclear interactions (b). The radius is calculated with respect to the Pixel barrel
detector centre. As a comparison, the histogram in the bottom panel represents the material
distribution in the simulation in average X�1

0 per bin (a), and in average l�1
I per bin (b). In

both plots the radius bin width is 0.5 cm.

CMS



Alignment

• ID alignment is continuously 
monitored by track-based 
alignment


• Time-dependent alignment 
corrections introduced in 2012


• Track parameter biases reduced 
to very small values


• sagitta bias below 0.5 TeV-1


• Some discrepancies found, e.g. in 
residual distribution of pixel barrel


• Under investigation - digitisation 
known to need work, as cluster 
size underestimated in MC


• More details in ID alignment note:


• ATLAS-CONF-2014-047
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The corrections to the global X position (Tx) of all ID sub-detectors with respect to the 
Pixel detector during 2012.

Figure 5: The Pixel local x residual distributions for the Z ! µ+µ� data sample reconstructed with the
2012 Alignment constants (open circles), compared with the Z ! µ+µ� MC simulation sample (full
circles). The distributions are integrated over all hits-on-tracks in barrel modules (left) and end-cap
modules (right).

Figure 6: The Pixel local y residual distributions for the Z ! µ+µ� data sample reconstructed with the
2012 Alignment constants (open circles), compared with the Z ! µ+µ� MC simulation sample (full
circles). The distributions are integrated over all hits-on-tracks in barrel modules (left) and end-cap
modules (right).

9

4.5 Data-MC Discrepancies

The largest data-MC simulation disagreement observed in the residual studies was in the inclusive resid-
ual distributions of the Pixel barrel modules. The inclusive residual discrepancies, if alignment was the
sole cause, indicate a misalignment on the order of 6 µm after subtracting the resolution seen in MC
simulation. This, however, contradicts the observed mean values of residuals in the Pixel modules which
indicate the modules are aligned at 1 µm level.

Studies to understand the actual mechanism are underway. Various possible causes of the observed
discrepancy between data and MC have been considered, e.g.:

• imperfect modeling of the material interaction in the MC simulation,

• detector movements that occur with a frequency greater than once per hour,

• residual biases not uniform across individual modules,

• mis-modeling of the detector response (and resolution) in the simulation.

For example, the assumption that the MC simulation perfectly models the detector response is known
to be incorrect for both the SCT and Pixel detectors where the cluster size in MC simulation is under-
estimated (see Figure 13). This is a possible factor contributing to the resolution of the detector being
better in MC simulation than in data. However, given the cluster size is approximately 5% larger in data
than simulation, it seems unlikely to be the only cause of the discrepancy in the residual width which is
approximately 100% larger in data than in simulation.
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Figure 13: The mean cluster size as a function of the incidence angle for the Pixel detector (left) [27]
and the SCT barrel (right) [28]. Distributions for both data and Monte Carlo simulation are shown.

5 Error Scaling

5.1 Description

Error scaling is an iterative procedure for correcting the measurement uncertainties of the ID components.
It is neither determined nor directly used in the alignment procedure itself. Error scaling determination is
performed post-alignment and used in the reconstruction, at the same time providing useful information
about the resultant detector resolution. If the intrinsic resolution, (�0), of each detector was truly repre-
sentative of the uncertainty on a hit position, the track-to-hit pull distributions would be Gaussian with
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http://cdsweb.cern.ch/record/1741021
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Muons - Introduction

• ATLAS Detector status essentially unchanged over Run-1


• Example from 2012:


!
!
!

• ATLAS and CMS use multiple reconstruction techniques from several sub-detectors, in 
order to achieve ultimate performance


• Basic strategy: attempt to combine tracks from Tracker & MuonSpectrometer 


• Both ATLAS and CMS measure Muon efficiency w.r.t. Tracker (and for both, the Tracker 
has a muon efficiency of >99%)


• Muon reconstruction efficiency is measured using ‘tag-and-probe’ method, using decays from 
J/Ψ and Z


• Resolution results depend on fit of ‘standard candles’


• e.g. J/Ψ, Upsilon and Z decays 8

Number of channels Active channel %
TGC 350K 98.3

RPC 31K 97.5

CSC 370K 96.1

MDT 320K 99.7



Muons - CMS & ATLAS Efficiency

• Efficiency versus eta


• For both ATLAS & CMS, muon reconstruction efficiency is 
close to 100%. No obvious pileup dependence


• ATLAS & CMS use scale factors, to improve Data/MC 
agreement


• Data/MC agreement typically at the per mille level


• Efficiency versus pT


• ATLAS & CMS Data/MC agreement is typically at per mille 
level, with some divergence at low and high pT


• For more details, see:


• ATLAS Muon Perf Paper & CMS public muon plots


• (more slides in backup too)

9

-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5

Ef
fic

ie
nc

y

0.6
0.65
0.7

0.75
0.8

0.85
0.9

0.95
1

CB, MC CB, Data
CB+ST, MC CB+ST, Data
CaloTag, MC CaloTag, Data

 ATLAS

Chain 1  Muons = 8 TeVs
-1L = 20.3 fb  > 10 GeV

T
p

η

-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5D
at

a 
/ M

C

0.98
1

1.02

ID'efficiency'

6'

•  Loose'Selec8on'
Efficiency'(Data'and'
MC)'and'scale'factors'
vs'pt'in'the'barrel'

•  TnP'method'used'on'
Zs'

•  Probes'general'tracks'

http://arxiv.org/abs/1407.3935
https://twiki.cern.ch/twiki/bin/view/CMSPublic/PhysicsResultsMUO


-3 -2 -1 0 1 2 3

) [
G

eV
]

µ
µ

(m
σ

0

0.02

0.04

0.06

0.08

0.1

0.12

Data
Corrected MC
Uncorrected MC

ATLAS
-1L = 20.3 fb

 = 8 TeVs

ψJ/
CB muons
Chain 1

ηLeading Muon 
-3 -2 -1 0 1 2 3

D
at

a 
/ M

C

0.8
0.9

1
1.1
1.2

Muons - ATLAS Resolution & mass scale

• Mass scale


• Obtained from fits to J/Ψ, ϒ, 
and Z dimuon invariant mass 
distributions


• Data/MCcorr agreement well 
within systematics (e.g. 
0.035% in barrel for Z 
decays)
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!
• Resolution


• Uncorrected MC is ~5-10% smaller than data 
(after correction, well within uncertainties)


• Correction procedure explained in detail in 


• http://arxiv.org/abs/1407.3935


• (extracts in backup)

http://arxiv.org/abs/1407.3935


18 The ATLAS collaboration: Measurement of the muon reconstruction performance of the ATLAS detector

E
T

> 1.5 GeV and �R
�,µ

< 0.15 in the fiducial region
defined requiring |⌘| < 2.37 and excluding the calorime-
ter crack region 1.37 < |⌘| < 1.52. About 85% of the
corrected events have genuine FSR photons, with the re-
maining photons coming from muon bremsstrahlung or
ionization or from random matching with energy deposi-
tions from other sources. The fraction of all Z ! µµ events
corrected with a collinear FSR photon is ' 4%. The non-
collinear FSR selection has an e�ciency of 60 ± 3% in
the fiducial region and a purity of � 95%. The fraction of
Z ! µµ events corrected with a non-collinear FSR photon
is ' 1%.
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Fig. 17. Invariant mass distribution of Z ! µµ events with
identified FSR in data before (filled triangles) and after (filled
circles) FSR correction, for collinear (top) and non-collinear
(bottom) FSR. The MC prediction is shown before correction
(red histogram) and after correction (blue histogram).

The FSR correction may introduce systematic varia-
tions in the invariant mass scale and resolution. To study
these e↵ects, a Gaussian fit of the Z ! µµ distribution
has been performed in the mass range 91.18 ± 3.00 GeV.
The FSR correction induces a mass shift of +40± 3 MeV

and an improvement of the resolution of 3±1% in the full
Z ! µµ sample. The e↵ects observed in the data are well
reproduced by the MC. The systematic uncertainty intro-
duced by the FSR recovery on the inclusive Z mass scale
can be understood by considering a 0.5% photon energy
scale uncertainty, the fact that only 4% of the Z events are
corrected, and that the fraction of energy carried by the
photons is a few %. This leads to a systematic uncertainty
smaller than 2 MeV.

The e↵ect of pile up on the FSR correction has been
estimated by dividing the data and the MC into three cat-
egories based on the average number of interactions per
bunch crossing: hµi =0-17, 17-23, 23-40. A comparison of
the fitted Z mass between data and MC has been perfor-
med in the three categories and no dependence on hµi was
observed. Good agreement between data and MC within
the statistical uncertainties was found.

7 Conclusions

The performance of the ATLAS muon reconstruction has
been measured using data from LHC pp collisions at

p
s =

7� 8 TeV. The muon reconstruction e�ciency is close to
99% over the pseudorapidity range of |⌘| < 2.5 and for
pT > 10 GeV. The large collected sample of 9M Z ! µµ
decays allows the measurement of the e�ciency over the
full acceptance of |⌘| < 2.7, and with a precision at the
1 per-mille level for |⌘| < 2.5. By including J/ ! µµ
decays, the e�ciency measurement has been extended over
the transverse momentum range from pT ⇡ 4 GeV to pT ⇡
100 GeV.

The muon momentum scale and resolution has been
studied in detail using large calibration samples of
J/ ! µµ, ⌥ ! µµ and Z ! µµ decays. These studies
have been used to correct the MC simulation to improve
the data-MC agreement and to minimize the uncertainties
in physics analyses. The momentum scale for the combined
muon tracks is known with an uncertainty of ±0.05% for
|⌘| < 1, which increases to. 0.2% for |⌘| > 2.3 for Z ! µµ
events. The dimuon mass resolution for the combined mea-
surement is ⇡ 1.2% (2%) at low-pT increasing to ⇡ 2%
(3%) at pT ⇡ 100 GeV for |⌘| < 1 (|⌘| > 1). The res-
olution is reproduced by the corrected simulation within
relative uncertainties of 3% to 10% depending on ⌘ and
pT.

The mass resolution for the Z ! µµ resonance was
found to improve when photons from QED final state ra-
diation are recovered. The FSR recovery allows to recover
⇡ 4% of the events from the low-mass tail to the peak
region, improving the dimuon mass resolution by ⇡ 3%.

A Results with di↵erent reconstruction
“Chains”

This appendix reports the main results obtained with the
other two muon reconstruction software packages used to
process 2012 data, Chain 2 and the unified reconstruction

Muons - ATLAS FSR
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• ATLAS FSR recovery


• Look for e/m clusters within narrow cone around muon 
(using longitudinal segmentation of LAr calorimeter to 
reject fakes)


• Require that cluster has >10% of energy in first layer


• Improves resolution of Z→μμ by ~3% and shifts mass by 
~40 MeV 


• Used in Higgs searches e.g. ATLAS-CONF-2013-013

• http://arxiv.org/abs/1407.3935

Sample with FSR photon candidate

https://cds.cern.ch/record/1523699
http://arxiv.org/abs/1407.3935


Run-2 developments

• Significant challenges, e.g. denser environment with 
more pileup


• CPU / Disk space per event must be reduced. 


• Better resolution of track parameters / better vertexing


• ATLAS Tracker


• installed additional (4th) Pixel layer: IBL


• small radius: 32-38 mm


• NN based Pixel clustering


• goal: reduce #shared clusters in high-pT jets


• Used in run-1 but re-optimised version will be core 
component of ATLAS tracking in Run-2
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Run-2 developments (2)

• ATLAS Vertexing in Run-2


• working on a new seeding algorithm to cope with high 
pile-up


• inspired by medical imaging


• better reconstruction of close-by vertices


• Insertable B-Layer (IBL) improves vertex efficiency and 
resolution


• primary goal: keep fake and split vertices low


• ATLAS General Software


• Software shifted from 32bit→64  bit


• New compiler, new maths library (CLHEP → Eigen)


• Simplified analysis Event Data Model (xAOD) reducing 
steps necessary to analyse data (CPU and disk 
savings) 
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Run-2 Developments (3)

• ATLAS Muons


• New unified software reconstruction chain 


• New chambers added & upgrades of existing chambers 
performed


• Improvements to optical alignment monitoring systems


• New TileCal/TGC trigger, to reduce L1 Muon fakes


• No longer using simulation with ‘smeared’ alignment


• In run-1, we ‘smeared’ the positions of the simulated chambers by 
random amounts, corresponding to the estimated alignment uncertainty


• This was useful, because it allowed us to tune our reconstruction 
techniques on a ‘realistic’ geometry, but caused some problems as actual 
alignment improved


• No longer necessary for run-2 - will rely on corrections to muon 
momentum scale, resolution and efficiency


• Improvements to material description
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A. Salzburger - ATLAS Status Report - 117th Open LHCC Session - 05/03/2014

Recent Muon Spectrometer work

‣ Maintenance work on RPC ongoing  
with increased pace


‣ Repair of 2 CSC sectors 

‣ MDT/RPC chambers (BME) installation


- arriving in March, installation in April 
- increase of trigger coverage 

‣ Installation of additional alignment  
sensors ongoing


‣ CSC, MDT and TGC successfully 
included in first milestone week M1


‣ Combining Tile-Cal and TGC small  
wheel coincidence triggers

- reduction of about 30% of  

L1 muon fake rates 
- new Small Wheel will solve this in  

the entire end-cap region (2018)

!19
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major updates of the Geant4 geometry:

thermal shielding for all toroid coils (red)
additional shielding inside end cap toroid (magenta)

at |z|≈9m and |z|≈13m and r≈1m
reimplemented end cap support (brown) at |z|≈14m
calorimeter crates at |z|≈3.5m and r≈6.5m
shielding installed during winter shutdown 2011/2012

at |z|≈6.5m and r≈1m

     J.Meyer : ATLAS MS Cavern Background

comparison of Geant4 geometriescomparison of Geant4 geometries



Conclusions

• ATLAS & CMS have both performed extremely well over over run-1, contributing in 
the successful discovery of a new scalar boson


• Efficiencies to find muons ~100%, very careful studies of systematics etc


• A lot of effort in improving material description & simulation


• Many improvements over LS1 in preparation for the challenging conditions of run-2


• [ATLAS] New IBL, new Muon chambers added etc


• New reconstruction techniques to deal with dense environment / increased pileup


• Improvements to SW performance to cope with tight resource constraints
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TRT performance vs pileup
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ATL-COM-PHYS-2012-468

A. Salzburger - LPCC Simulation Workshop - 18/03/2014

Run-2 preparations
‣ Description & simulation of new detector 


- Insertable B-layer in Inner Detector 

- Additional/complete muon chambers 

!

‣ Preparing for 25 ns bunch crossing 

- using special 25 ns run from 2012 

- dedicated Monte Carlo with matching 
conditions

!29http://indico.cern.ch/event/279530/session/0/
contribution/5/material/slides/0.pdf

http://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/IDTRACKING/PublicPlots/ATL-COM-PHYS-2012-468/
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Muon reconstruction efficiency as a function of eta measured in Z-
>mumu events for muons with pt>10 GeV and different muon 
reconstruction types. CaloTag muons are only shown in the region |
eta|<0.1, where they are used in physics analyses. The error bars 
on the efficiencies indicate the statistical uncertainty. The panel at 
the bottom shows the ratio between the measured and predicted 
efficiencies. The error bars on the ratios are the combination of 
statistical and systematic uncertainties. 
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Reconstruction efficiency for CB+ST muons as a function of the pt of the muon, for 
muons with 0.1<|eta|<2.5. The plot also shows the result obtained with Z->mumu and 
J/Ψ->mumu events. The inserts on the upper plots show the detail of the efficiency as 
a function of pt in the low pt region. The error bars on the efficiencies indicate the 
statistical uncertainty for Z->mumu and include also the fit model uncertainty for J/Ψ-
>mumu. The panel at the bottom shows the ratio between the measured and predicted 
efficiencies. The green areas show the pure statistical uncertainty, while the orange 
areas also include systematic uncertainties. 
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Fig. 2. Systematic uncertainty on the e�ciency scale factor
for CB+ST muons, obtained from Z ! µµ data, as a function
of ⌘ (top) and pT (bottom) for muons with pT > 10 GeV. The
background systematic uncertainty in the last two bins of the
bottom plot is a↵ected by a large statistical uncertainty. The
combined systematic uncertainty is the sum in quadrature of
the individual contributions.

– (Low pT) for 4 < pT < 10 GeV the systematic uncer-
tainties on are obtained from the TP analysis perfor-
med with the J/ ! µµ sample (not shown in Fig. 2).
The main uncertainty originates from the variation of
the background model (linear and 3rd order polyno-
mial) used in the fit of the invariant mass distribution.
Additionally, the fixing of the mass and width of the
J/ signal between samples (a) and (b) is released.
All variations are summed in quadrature to give a sin-
gle systematic uncertainty of the e�ciency for each pT
and ⌘ cell. The resulting uncertainty on the low-pT SFs
ranges between 0.5% and 2%, depending on pT and ⌘.

– (High pT) no significant dependence of the measured
SFs with pT was observed in the momentum range con-
sidered. An upper limit on the SF variation for large
muon momenta has been extracted by using a MC sim-
ulation with built-in imperfections, including a realis-
tic residual misalignment of the detector components
or a 10% variation of the muon energy loss. On the
basis of this, a systematic uncertainty of ±0.42% ⇥
(pT/1 TeV ) is obtained.

4.1.5 Results

Figure 3 shows the muon reconstruction e�ciency "(Type)
as a function of ⌘ as measured from Z ! µµ events. The
combination of all the muon reconstruction types (for CB,
ST, and CaloTag muons) gives a uniform muon recon-
struction e�ciency of about 0.99 over all the detector re-
gions. The use of segment-tagged muons allows the recov-
ery of e�ciency especially in the region 1.1 < ⌘ < 1.3
in which part of the MS chambers were not installed, as
discussed in Sect. 2. The remaining ine�ciency of the com-
bination of CB or ST muons (CB+ST) at ⌘ ⇡ 0 is almost
fully recovered by the use of CaloTag muons.

-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5

Ef
fic

ie
nc

y

0.6
0.65
0.7

0.75
0.8

0.85
0.9

0.95
1

CB, MC CB, Data
CB+ST, MC CB+ST, Data
CaloTag, MC CaloTag, Data

 ATLAS

Chain 1  Muons = 8 TeVs
-1L = 20.3 fb  > 10 GeV

T
p

η

-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5D
at

a 
/ M

C

0.98
1

1.02

Fig. 3. Muon reconstruction e�ciency as a function of ⌘ mea-
sured in Z ! µµ events for muons with pT > 10 GeV and
di↵erent muon reconstruction types. CaloTag muons are only
shown in the region |⌘| < 0.1, where they are used in physics
analyses. The error bars on the e�ciencies indicate the sta-
tistical uncertainty. The panel at the bottom shows the ratio
between the measured and predicted e�ciencies. The error bars
on the ratios are the combination of statistical and systematic
uncertainties.

The e�ciencies measured in experimental and simu-
lated data are in good agreement, in general well within
1%. The largest di↵erences are observed in the CB muons.
To reconstruct an MS track, the Chain 1 reconstruction
requires track segments in at least two layers of precision
chambers (MDT or CSC) and at least one measurement
of the � coordinate from trigger chambers (RPC or TGC).
These requirements introduce some dependency on detec-
tor conditions and on the details of the simulation in the
regions in which only two layers of precision chambers
or only one layer of trigger chambers are crossed by the
muons. This results in a reduction of e�ciency in data
with respect to MC of approximately 1% in the region
of ⌘ ⇠ 0.5 due the RPC detector conditions and to lo-
cal deviations up to about 2% at 0.9 < |⌘| < 1.3 related
to imperfections in the simulation of the barrel-endcap
transition region. For the CB+ST muons the agreement
between data and MC is very good, with the only excep-
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Fig. 2. Systematic uncertainty on the e�ciency scale factor
for CB+ST muons, obtained from Z ! µµ data, as a function
of ⌘ (top) and pT (bottom) for muons with pT > 10 GeV. The
background systematic uncertainty in the last two bins of the
bottom plot is a↵ected by a large statistical uncertainty. The
combined systematic uncertainty is the sum in quadrature of
the individual contributions.

– (Low pT) for 4 < pT < 10 GeV the systematic uncer-
tainties on are obtained from the TP analysis perfor-
med with the J/ ! µµ sample (not shown in Fig. 2).
The main uncertainty originates from the variation of
the background model (linear and 3rd order polyno-
mial) used in the fit of the invariant mass distribution.
Additionally, the fixing of the mass and width of the
J/ signal between samples (a) and (b) is released.
All variations are summed in quadrature to give a sin-
gle systematic uncertainty of the e�ciency for each pT
and ⌘ cell. The resulting uncertainty on the low-pT SFs
ranges between 0.5% and 2%, depending on pT and ⌘.

– (High pT) no significant dependence of the measured
SFs with pT was observed in the momentum range con-
sidered. An upper limit on the SF variation for large
muon momenta has been extracted by using a MC sim-
ulation with built-in imperfections, including a realis-
tic residual misalignment of the detector components
or a 10% variation of the muon energy loss. On the
basis of this, a systematic uncertainty of ±0.42% ⇥
(pT/1 TeV ) is obtained.

4.1.5 Results

Figure 3 shows the muon reconstruction e�ciency "(Type)
as a function of ⌘ as measured from Z ! µµ events. The
combination of all the muon reconstruction types (for CB,
ST, and CaloTag muons) gives a uniform muon recon-
struction e�ciency of about 0.99 over all the detector re-
gions. The use of segment-tagged muons allows the recov-
ery of e�ciency especially in the region 1.1 < ⌘ < 1.3
in which part of the MS chambers were not installed, as
discussed in Sect. 2. The remaining ine�ciency of the com-
bination of CB or ST muons (CB+ST) at ⌘ ⇡ 0 is almost
fully recovered by the use of CaloTag muons.
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Fig. 3. Muon reconstruction e�ciency as a function of ⌘ mea-
sured in Z ! µµ events for muons with pT > 10 GeV and
di↵erent muon reconstruction types. CaloTag muons are only
shown in the region |⌘| < 0.1, where they are used in physics
analyses. The error bars on the e�ciencies indicate the sta-
tistical uncertainty. The panel at the bottom shows the ratio
between the measured and predicted e�ciencies. The error bars
on the ratios are the combination of statistical and systematic
uncertainties.

The e�ciencies measured in experimental and simu-
lated data are in good agreement, in general well within
1%. The largest di↵erences are observed in the CB muons.
To reconstruct an MS track, the Chain 1 reconstruction
requires track segments in at least two layers of precision
chambers (MDT or CSC) and at least one measurement
of the � coordinate from trigger chambers (RPC or TGC).
These requirements introduce some dependency on detec-
tor conditions and on the details of the simulation in the
regions in which only two layers of precision chambers
or only one layer of trigger chambers are crossed by the
muons. This results in a reduction of e�ciency in data
with respect to MC of approximately 1% in the region
of ⌘ ⇠ 0.5 due the RPC detector conditions and to lo-
cal deviations up to about 2% at 0.9 < |⌘| < 1.3 related
to imperfections in the simulation of the barrel-endcap
transition region. For the CB+ST muons the agreement
between data and MC is very good, with the only excep-

Systematic uncertainty on the efficiency scale factor for CB
+ST muons, obtained from Z → μμ data, as a function of η 

(left) and p
T 
(right) for muons with p

T 
> 10 GeV. The background 

systematic uncertainty in the last two bins of the bottom plot 
is affected by a large statistical uncertainty. The combined 

systematic uncertainty is the sum in quadrature of the 
individual contributions 
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Dimuon invariant mass distribution of J/Ψ->mumu (left), Upsilon->mumu (center) and Z->mumu (right) candidate 
events reconstructed with CB muons. The upper panels show the invariant mass distribution for data and for the 
signal MC simulation plus the background estimate. The points show the data, the filled histograms show the 
simulation with the MC momentum corrections applied and the dashed histogram shows the simulation when no 
correction is applied. Background estimates are added to the signal simulation. The lower panels show the Data/
MC ratios. The band represents the effect of the systematic uncertainties on the MC momentum corrections. In 
the J/Ψ case the background was fitted in a sideband region as described in the text. In the Upsilon case a 
simultaneous fit of the normalization of the three simulated Upsilon distributions and of a linear background was 
performed. In the Z case, the MC background samples are added to the signal sample according to their 
expected cross sections. The sum of background and signal MC is normalized to the data. 
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Fig. 9. Reconstruction e�ciency measured in the experimental
data (top) and the data/MC e�ciency scale factor (bottom)
for CB+ST muons as a function of ⌘ and � for muons with
pT > 10 GeV.

following equation:

pCor,Det
T =

pMC,Det
T +

1P
n=0

sDet
n

(⌘,�)
⇣
pMC,Det
T

⌘
n

1 +
2P

m=0
�rDet

m

(⌘,�)
⇣
pMC,Det
T

⌘
m�1

g
m

(9)

(with sID0 = 0 and �rID0 = 0),

where g
m

are normally distributed random variables with
mean 0 and width 1 and the terms�rDet

m

(⌘,�) and sDet
n

(⌘,�)
describe, respectively, the momentum resolution smearing
and the scale corrections applied in a specific ⌘, � detector
region. The motivations for Eq. 9 are the following:

– corrections are defined in ⌘ � � detector regions such
that in each region the variation of momentum reso-
lution and scale, and therefore of their possible cor-
rections, are expected to be small. In particular the
nominal muon identification acceptance region (up to
|⌘| = 2.7) is divided in 18 ⌘ sectors of size �⌘ between
0.2 and 0.4, for both the MS and the ID. In addition,
the MS is divided into two types of � sectors of approx-
imate size of ⇡/8, exploiting the octagonal symmetry
of the magnetic system: the sectors that include the

magnet coils (called “small sectors”) and the sectors
between two coils (called “large sectors”).

– The �rDet
m

(⌘,�) correction terms introduce a pT de-
pendent momentum smearing that e↵ectively increases
the relative momentum resolution, �(pT)

pT
, when under-

estimated by the simulation. The �rDet
m

(⌘,�) terms
can be related to di↵erent sources of experimental res-
olution by comparing the coe�cient of the pT powers
in the denominator of Eq. 9 to the following empiri-
cal parametrization of the muon momentum resolution
(see for example [25]):

�(pT)

pT
= r0/pT � r1 � r2 · pT, (10)

where � denotes a sum in quadrature. The first term
(proportional to 1/pT) accounts for fluctuations of the
energy loss in the traversed material. Multiple scatter-
ing, local magnetic field inhomogeneities and local ra-
dial displacements are responsible for the second term
(constant in pT). The third term (proportional to pT)
describes intrinsic resolution e↵ects caused by the spa-
tial resolution of the hit measurements and by residual
misalignment. Energy loss fluctuations are relevant for
muons traversing the calorimeter in front of the MS
but they are negligible in the ID measurement. For
this reason �rID0 is set to zero in Eq. 9.

– Imperfect knowledge of the magnetic field integral and
of the radial dimension of the detector are reflected in
the multiplicative momentum scale di↵erence sDet

1 be-
tween data and simulation. In addition, the sMS

0 (⌘,�)
term is necessary to model the pT scale dependence
observed in the MS momentum reconstruction due to
di↵erences between data and MC in the energy loss of
muons passing through the calorimeter and other ma-
terials between the interaction point and the MS. As
the energy loss between the interaction point and the
ID is negligible, sID0 (⌘) is set to zero.

The separate correction of ID and MS momentum re-
construction allows a direct understanding of the sources
of the corrections. In a second step the corrections are
propagated to the CB momentum reconstruction, pCor,CB

T ,
using a weighted average:

pCor,CB
T = f · pCor,ID

T + (1� f) · pCor,MS
T , (11)

with the weight f derived for each muon by expressing the
CB transverse momentum before corrections, pMC,CB

T , as

a linear combination of pMC,ID
T and pMC,MS

T :

pMC,CB
T = f · pMC,ID

T + (1� f) · pMC,MS
T (12)

and solving the corresponding linear equation.

5.1.1 Correction extraction using a template fit to

J/ ! µµ and Z ! µµ events

The MS and ID correction parameters contained in Eq. 9
need to be extracted from data. For this purpose, a MC
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Fig. 9. Reconstruction e�ciency measured in the experimental
data (top) and the data/MC e�ciency scale factor (bottom)
for CB+ST muons as a function of ⌘ and � for muons with
pT > 10 GeV.

following equation:
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(with sID0 = 0 and �rID0 = 0),

where g
m

are normally distributed random variables with
mean 0 and width 1 and the terms�rDet

m

(⌘,�) and sDet
n

(⌘,�)
describe, respectively, the momentum resolution smearing
and the scale corrections applied in a specific ⌘, � detector
region. The motivations for Eq. 9 are the following:

– corrections are defined in ⌘ � � detector regions such
that in each region the variation of momentum reso-
lution and scale, and therefore of their possible cor-
rections, are expected to be small. In particular the
nominal muon identification acceptance region (up to
|⌘| = 2.7) is divided in 18 ⌘ sectors of size �⌘ between
0.2 and 0.4, for both the MS and the ID. In addition,
the MS is divided into two types of � sectors of approx-
imate size of ⇡/8, exploiting the octagonal symmetry
of the magnetic system: the sectors that include the

magnet coils (called “small sectors”) and the sectors
between two coils (called “large sectors”).

– The �rDet
m

(⌘,�) correction terms introduce a pT de-
pendent momentum smearing that e↵ectively increases
the relative momentum resolution, �(pT)

pT
, when under-

estimated by the simulation. The �rDet
m

(⌘,�) terms
can be related to di↵erent sources of experimental res-
olution by comparing the coe�cient of the pT powers
in the denominator of Eq. 9 to the following empiri-
cal parametrization of the muon momentum resolution
(see for example [25]):

�(pT)

pT
= r0/pT � r1 � r2 · pT, (10)

where � denotes a sum in quadrature. The first term
(proportional to 1/pT) accounts for fluctuations of the
energy loss in the traversed material. Multiple scatter-
ing, local magnetic field inhomogeneities and local ra-
dial displacements are responsible for the second term
(constant in pT). The third term (proportional to pT)
describes intrinsic resolution e↵ects caused by the spa-
tial resolution of the hit measurements and by residual
misalignment. Energy loss fluctuations are relevant for
muons traversing the calorimeter in front of the MS
but they are negligible in the ID measurement. For
this reason �rID0 is set to zero in Eq. 9.

– Imperfect knowledge of the magnetic field integral and
of the radial dimension of the detector are reflected in
the multiplicative momentum scale di↵erence sDet

1 be-
tween data and simulation. In addition, the sMS

0 (⌘,�)
term is necessary to model the pT scale dependence
observed in the MS momentum reconstruction due to
di↵erences between data and MC in the energy loss of
muons passing through the calorimeter and other ma-
terials between the interaction point and the MS. As
the energy loss between the interaction point and the
ID is negligible, sID0 (⌘) is set to zero.

The separate correction of ID and MS momentum re-
construction allows a direct understanding of the sources
of the corrections. In a second step the corrections are
propagated to the CB momentum reconstruction, pCor,CB

T ,
using a weighted average:

pCor,CB
T = f · pCor,ID

T + (1� f) · pCor,MS
T , (11)

with the weight f derived for each muon by expressing the
CB transverse momentum before corrections, pMC,CB

T , as

a linear combination of pMC,ID
T and pMC,MS

T :

pMC,CB
T = f · pMC,ID

T + (1� f) · pMC,MS
T (12)

and solving the corresponding linear equation.

5.1.1 Correction extraction using a template fit to

J/ ! µµ and Z ! µµ events

The MS and ID correction parameters contained in Eq. 9
need to be extracted from data. For this purpose, a MC
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Ratio of the fitted mean mass, $\langle m_{\mu\mu} \rangle$, for data and corrected MC 
from Z (top), Upsilon (middle), and $J/Ψ$ (bottom) events as a function of the 
pseudorapidity of the highest-pt muon. The ratio is shown for corrected MC (filled 
symbols) and uncorrected MC (empty symbols). The error bars represent the statistical 
and the systematic uncertainty on the mass fits added in quadrature. The bands show 
the uncertainty on the MC corrections calculated separately for the three samples. 
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Ratio of the fitted mean mass, , for data and corrected 
MC from J/Ψ, Upsilon and Z events as a function of the 
average transverse momentum in three |eta| ranges, 
using combined reconstruction. Both muons are required 
to be in the same |eta| range. The J/Ψ and Upsilon data 
are shown as a function of pt(bar) = 1/2*(pt1+pt2) while 
for Z data are plotted as a function of pt* as defined in 
Eq.16. The error bars represent the statistical uncertainty 
and the systematic uncertainty on the fit added in 
quadrature. The bands show the uncertainty on the MC 
corrections calculated separately for the three samples. 

http://arxiv.org/abs/1407.3935
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1414

major updates of the Geant4 geometry:

thermal shielding for all toroid coils (red)
additional shielding inside end cap toroid (magenta)

at |z|≈9m and |z|≈13m and r≈1m
reimplemented end cap support (brown) at |z|≈14m
calorimeter crates at |z|≈3.5m and r≈6.5m
shielding installed during winter shutdown 2011/2012

at |z|≈6.5m and r≈1m

     J.Meyer : ATLAS MS Cavern Background

comparison of Geant4 geometriescomparison of Geant4 geometries

LPCChttps://indico.cern.ch/event/279530/other-view?view=standard



Flavour-tagging



ATLAS-CONF-2014-004
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Calibration of b-tagging using dileptonic top pair events in a combinatorial likelihood approach with the ATLAS experiment	



Kazuya MOCHIZUKI(CPPM, Aix-Marseille Université) 
on behalf of the ATLAS collaboration 

b-tagging 
Goal: identify b-jets against both light and c-jets 
A crucial tool for many key analyses 

Higgs physics (𝐻 → 𝑏𝑏, 𝑡𝑡𝐻, 𝐻 → 𝜏𝜏,𝑊𝑊<for rejection>), SuSy, top physics, etc. 

Key differences between the jet flavors are exploited: 

b-jet 
• Relatively high track multiplicity 
• Tracks displaced from primary vertex: 

Tracks with large impact parameter (IP) 
• Higher secondary vertex (SV) invariant mass ← B hadron mass: 

𝑚஻ up to ~5 GeV 
• SV information of B hadron decay: 

• Mass 
• Track multiplicity 
• Direction 
• SV decay length from primary vertex 
   coming from lifetime: c𝜏஻~490  𝜇m  

c-jet 
• Typically very similar but weaker features compared to b-jet:  

c𝜏஽శ~310  𝜇m 
• SV typically with mass of C hadron: 𝑚஼  up to ~2 GeV 

Light jet 
Jet originating from light quarks (u, d, s) and gluons 
• Relatively low track multiplicity 
• Low SV mass 

𝐿௫௬~  5 mm 
when 

𝑝୘
୨ୣ୲~50 GeV 

𝒃-jet identification algorithms and performance in the ATLAS experiment 
 

¾Physics Goals 
Higgs boson, New Physics (SuSy, Extra dimension, etc.) 

¾Proton-proton collision 

¾ 𝑠 = 8 (7) TeV in 2012 (2011) 

¾∫𝐿  𝑑𝑡 ~20 (5) fb-1 

ATLAS detector 
Inner detector (tracker) ∋ Pixel, SCT, TRT 
Accurate tracking and vertexing vital for b-tagging.  
𝜎 𝑑଴ ~35  𝜇m for typical track  𝑝୘ = 5 GeV 

Calorimeter ∋ Liquid Argon, Tile 
Calorimeter jets define the axis around which tracks are 
clustered for b-tagging. 

Muon Detectors 
Muon tracks are combined with inner detector tracks to form 
muon candidates used in semi-muonic tagging. 

LHC & ATLAS 

b-tagging at ATLAS: algorithms 
IP3D 
Track based algorithm.  Uses 2D probability density 
functions of transverse and longitudinal IP of the 
tracks  to  form  a  jet  ‘weight’  based  on  the  log-
likelihood ration method (LLR). 

SV1 
Secondary vertex fitting algorithm. Uses SV  
information of mass, direction, track multiplicity and 
number of vertices. LLR is taken as output weight. 

 
JetFitter 
Fit vertices along b flight direction which is assumed 
the same as the jet axis. Uses SV information. 
Outputs LLR weight. 

 

MV1 
• Neural network (NN) combination  of  3  taggers’  information 
• Best performing b-tagging algorithm in ATLAS 
• Recommended tagger in the Run 1 analyses 

 

MV1c 
• A variant of MV1, trained also against c-jet background 
• Improved c-jet rejection for modest reduction in light jet 

rejection compared to MV1 tagger 
• Now used in H->bb analyses 

To achieve improved light or c-jet rejection, new taggers are under development. 

Summary & outlook 
Conclusion 
- Calibrations with improved precision: 

• Updated calibration with full 8 TeV data 
• New developments: 

• Wc calibration 
• Combinatorial likelihood calibration 

Outlook for Run 2 
- Insertable B-Layer: 

A new innermost layer of pixel detectors improves b-tagging performance: 
~ two times better rejection for the same b-tagging efficiency. 

- Development of new taggers 
 
 

 

• Multi-output NN for charm jet tagging. 
• Improved version of MV1 using a boosted decision tree  

and re-optimized list of input variables. 
• Dedicated tagger for high 𝑝୘ and merged jet from top decay. Thank you for your attention! 

𝑾𝒄(𝒄 → 𝝁𝑿) calibration: c-tagging efficiency 

𝜖௖ ఓ
ௗ௔௧௔ = 𝑁ௐ௖

௕ି୲ୟ୥

𝑁ௐ௖
 

• Semi-muonic c-jet scale factors vary between 0.87 and 0.99 with total relative uncertainties of 
10% to 4%. 

• Inclusive c-jet scale factors are obtained by simulation-based extrapolation, 
scale factors vary between 0.75 and 0.92 with total relative uncertainties of 13% to 5%. 

 

 ATLAS-CONF-2013-109 • Dominant production mechanism: 𝑔𝑠 → 𝑊𝑐 
• Event selection:  

• 1 isolated electron and a jet associated to exactly 1 muon and 𝐸୘୫୧ୱୱ 
• Opposite sign (OS) for electric charges of selected electron and muon 
• Same sign (SS) events are used as part of the background estimation 

• Charge correlation of  2 leptons in 𝑊(→ 𝑒𝜈) + 𝑐(→ 𝜇𝑋) signal process allows to obtain very 
high c-jet purity(~90%). 

• Wc yield is obtained from OS-SS subtraction, exploiting the fact that most backgrounds are 
symmetric in the OS/SS regions whereas the signal is predominately in OS. 

Combinatorial likelihood calibration: b-tagging efficiency 

𝑓ଶ  ୲ୟ୥ୱ = 𝑓௕௕𝜖௕ଶ + 𝑓௕௝𝜖௝𝜖௕ + 1 − 𝑓௕௕ − 𝑓௕௝ 𝜖௝ଶ 
𝑓ଵ  ୲ୟ୥ = 2𝑓௕௕𝜖௕ 1 − 𝜖௕ + 𝑓௕௝ 𝜖௝ 1 − 𝜖௕ + 1 − 𝜖௝ 𝜖௕ + 1 − 𝑓௕௕ − 𝑓௕௝ 2𝜖௝(1 − 𝜖௝) 

The  total uncertainty on the scale factors  is ~2% for jets with 𝑝் around 100 GeV for MV1 70% 
operating point.  ATLAS-CONF-2014-004 

• b-tagging efficiency can be obtained by maximizing  a likelihood function, taking both 𝑓ଵ  ୲ୟ୥ and 𝑓ଶ  ୲ୟ୥ୱ 
from data, with 𝑓௕௕, 𝑓௕௝  and 𝜖௝  from simulation. 

•  𝑡𝑡 ̅dilepton events can provide very pure b-jet sample, using 𝑒𝜇, 𝑒𝑒 + 𝜇𝜇 channels in 2 and 3 jet bins. 
• Event level correlation between the jet flavors can be exploited to achieve greater precision. 

Differences between data/Monte Carlo performance are corrected for using scale factors 
derived in several dedicated calibration methods for b-, c- and light jets. 

b-tagging performance & calibration 

b-, c- and light jet efficiency 
as a function of 𝑝୘

୨ୣ୲.  
b-, c- and light jet efficiency 
as a function of 𝜂୨ୣ୲.  

Light jet rejection as a 
function of b-jet efficiency. 

• 𝜖௕(𝜖௝) is the b-jet (non b-jet) efficiency. 
• 𝑓௕௕(𝑓௕௝) is the fraction of events with a true bb (bj) jet pair. 

 ATLAS-CONF-2014-046  

𝑫∗ meson calibration: c-tagging efficiency 
• The c-jet tagging efficiency is measured using a sample enriched with 𝐷∗ା mesons.  
• Uses template fit before and after the b-tagging to extract b-tagging efficiency of the 

𝐷∗ାcandidates. 
• Using the measured 𝐷∗ା   meson efficiency, the c-jet efficiency is extracted by: 

𝜖௖ =
𝜖஽∗శ − 𝑓௕𝜖௕
1 − 𝑓௕

 

Mis-tag rate calibration 

 ATLAS-CONF-2012-040  ATLAS-CONF-2014-046 
Decay length significance 

• Fake SVs reconstructed in light jets are expected to have approximately symmetric decays around 
the primary vertex while those from true SVs are not. The same is expected for IP of tracks. 

• Mis-tag rate is estimated by using negatively signed tracks and vertex decay lengths, correcting for 
the presence of heavy flavor jets and long-lived particles/material interactions in light-jets. 
 
 

https://cds.cern.ch/record/1743179

https://cds.cern.ch/record/1743179

