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The Large Hadron Collider (LHC)

2013/12/16 Workshop on Future High Energy Circular Collider 3

• Circumference: 27 km
• Design values

• 𝑠 = 14 TeV
• L=2 10 cm-2s-1High-Luminosity LHC

• Upgrade to High-Luminosity LHC (HL-LHC) 
foreseen for 2023-2025
• Peak luminosity 5x1034 cm-2s-1 
• Goal of 3000 fb-1 (10 years)

• Physics motivation
• Precision measurements of Higgs properties, couplings & rare decays 
• Higgs self-coupling
• Searches for SUSY & other BSM scenarios, rare processes, ...
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Why Tracking @ L1?
• Price for high instantaneous luminosity:

<PU>=140, reaching up to 200

• Physics goals rely on continued excellent 
detector performance & trigger capabilities 
• Must allow triggering on objects at EW scale

• With HL-LHC, single µ, e, jet rates would 
exceed 100 kHz
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Tracking @ L1:  Overview
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• Different approaches to incorporating tracking in L1 trigger
• Region-of-interest (ATLAS) 
• Self-seeded tracking (CMS) 

• Impacts tracker detector design

• Technologies
• Associative memory (AM) chip pattern recognition  (ATLAS, CMS)
• Tracking using FPGAs with tracklet-based approach (CMS) 

• With either approach, must combine L1 tracks with L1 objects for use in trigger!



Tracking @ L1:  ATLAS
• Region of Interests (RoIs)

• Split current L1 into two levels:  L0 (old L1) + new L1 
• L0 provides RoIs (calorimeter & muon seeds) for new L1 
• Partial tracker readout for RoI track finding, full readout at reduced rate 

• RoIs correspond to max ~10% of entire detector

• Baseline trigger architecture
• L0 readout up to 1 MHz, 

6 µs latency
• L1 readout up to 400 kHz, 

30 µs latency

• Alternative self-seeded 
trigger considered as option
in Phase-2 LoI, but not 
implemented in baseline 
tracker design
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Ingrid-Maria Gregor, DESY -  Overview of Tracking Detectors

Track Trigger Basic Concepts

Take advantage of large magnetic field of CMS
Goal: reconstruction of high pt tracks > 2GeV

Reduction of data volume by factor >10
Higher pt objects will be correlated between layers 
-> form pt stubs.
Approach allows for an independent track trigger 
but has an impact on the layout and construction. 

14

RoI-based Two-level trigger: L0 and L1
L0 uses calorimeter and muon system to reduce the rate from 40
MHz to ≈ 500 KHz and define regions of interest (RoIs)
L1 extracts tracking for just RoIs from detector front-ends

Seed
L0 Calorimeter

L0 Muon SeedRead out data in cones

Elliot Lipeles (Penn) Hardware Track Trigger Options March 29, 2012 6 / 13

CMS - self seeded trigger

ATLAS - Region of Interest trigger
Improve calo and muon trigger granularity 
(already in Phase 1)
Trigger (L0) within 6 µs uses calorimeter and 
muon system to reduce the rate from 40 MHz to 
~ 500 kHz and define regions of interest (RoIs)
Further trigger (L1) within latency of 20 µs uses 
data from tracker front-ends in ROIs to search for 
high-pt tracks in ROIs
Approach has little impact on the tracker layout 
and construction
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Tracking @ L1:  CMS
• Self-seeded trigger

• Local pT reconstruction
• Take advantage of strong CMS magnetic field (~4T) 
• Goal:  Find tracks with pT > 2 GeV & identify z positions with ~1mm precision

• Similar to average vertex separation at PU=140

• pT modules:  pT discrimination through hit correlations between closely 
spaced sensors
• Stubs: Correlated pairs of hits, consistent with 2 GeV track

• In minimum-bias events, 95% of tracks have pT ≤ 2 GeV
• Data reduction of O(10) at stub level

• Trigger architecture
• L1 readout @ 500 kHz - 1 MHz with

10-20 µs latency
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Tracker Layouts
• Replace inner tracking systems 

to handle HL-LHC conditions
• Radiation hard sensors
• Finer granularity to keep 

occupancy low
• Reduce material to improve 

performance
• Data rate saturates available FE 

readout bandwidth

• All-silicon detectors
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http://mersi.web.cern.ch/mersi/layouts/.current/
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Figure 6.1. An all-silicon-detector tracker is proposed, with pixel sensors at the inner radii sur-
rounded by microstrip sensors [43]. In the central region, sensors are arranged in cylinders, with
4 pixel layers followed by 3 short-strip layers then 2 long-strip layers. From current knowledge
of the LHC conditions the outer radius of the beam pipe is assumed to be at 33 mm. Given the
required modularity discussed above, an inner support tube (IST) will be implemented at a radius
of 110 mm, and a pixel support tube (PST) at 345 mm, taking account of the required clearances for
service routing. The forward regions will be covered by 6 pixel disks and 7 strip disks. Strip layers
are double-sided with axial strip orientation on one side and sensors rotated by 40 mrad on the
other side, giving the second coordinate measurement. The tracker is surrounded by a polyethylene
moderator to reduce the energies of neutrons, which decreases the 1MeV neutron equivalent silicon
damage fluence arising from the flux of neutrons entering from the calorimeters [44] (which for the
current ID are partially moderated by the material of the TRT).
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Figure 6.1: The baseline layout of the replacement tracker showing the active areas of silicon detectors
arranged on cylinders and disks.

In the optimisation process, gaps have been preserved between subdetector parts to allow for
supports, services, and insertion clearances. The resulting sensor areas and channel counts are
shown in table 6.6.

The biggest changes to the current inner tracker are replacement of the TRT with 47.8 mm long
silicon strips; the pixel system extends out to larger radii; more pixel hits in the forward direction
to improve the tracking in this dense region; and smaller pixels and 23.8 mm long inner strips to
increase the granularity. The outer active radius is slightly larger, improving momentum resolution.
Services have been routed out of the active area as soon as possible, minimising the effects of non-
sensitive materials. The layers of silicon are more evenly spaced, especially in the forward region,

– 59 –

ATLAS baseline

ATLAS Phase-2 LoI

pixels

short (inner) & long (outer) strips

http://mersi.web.cern.ch/mersi/layouts/.current/
http://mersi.web.cern.ch/mersi/layouts/.current/


L1 Tracking:  Region-of-Interests (ATLAS)
• L0 accept  →  Regional Readout Request (R3) to relevant FEs, sends data to 

RODs  →  Sent to L1 Tracking

• L1 tracking follows ATLAS FTK principle
• Pattern recognition with associative memory (AM) chips, track fitting using FPGAs
• FTK:  8000 AM chips, 109 patterns

• L1 tracking vs FTK
• Shorter latency
• Higher PU + larger number of silicon layers requires many more stored patterns
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Track Finding in an RoI: Segmentation

• Smaller segmentation: less bandwidth
per pattern bank, but increase the
minimum-p

T

threshold & edge e↵ects.

• Typical RoI coverage: 0.3⌘ ⇥ 0.3�.

• 0.05⌘⇥ 0.05� segmentation equates to
p
T

> 4 GeV (full overlap to 2 GeV).
⇠126,000 towers overall.

20 of 23

From T. Martin’s 
talk @ WIT2014

Typical RoI coverage:  
ΔηxΔϕ=0.3x0.3

ATLAS Fast Tracker (FTK) 
to provide pre-fitted 

tracks for HLT in phase-1



L1 Tracking:  Self-Seeded (CMS)
• Different approaches to L1 track finding, all using stubs as input

• Associative memories
• Pattern-recognition with AM chips

• Stored “roads” filled with matching stub data
• Several track fitting methods studied 

• Principle Component Analysis, Hough transform, Retina

• Tracklet method
• Use FPGAs to implement track finding @ L1
• Seed by forming tracklets from pairs of stubs
• Project to other layers/disks
• Fit stubs matched to trajectory for track parameters 

(using linearized χ2 fit)

• Evaluate expected L1 tracking performance 
using simulation

9
Louise Skinnari, L1 Track Triggering at CMS for the HL-LHC, WIT2014
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Tracklet-Based L1 Tracking

• Seed 

• Seed by forming tracklets from 
pairs of stubs in neighboring layers
• Rough estimate of tracklet 

parameters from the two stubs + 
constraint to beamspot 

• Tracklet must be consistent with 
pT > 2 GeV, |z0| < 15cm

• Seed multiple times
• L1+L2, L2+L3, L1+D1, ...

• Project 

• Project tracklets to other layers & 
disks to search for matching stubs

• Both inside-out & outside-in
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L1 Tracking:  Performance (CMS)
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• 99% efficiency for single muons
• Lower efficiency for electrons, affected 

by brehmsstrahlung

• Resolutions
• σ(z0)~1mm for wide range of η thanks to

PS modules
• σ(pT)/pT~1% at central η for high-pT track



Toward Triggers
• How does L1 tracking help reduce trigger rates?

• Leptons...
• Matching L1 objects to L1 tracks

• Improved pT measurements
• Determine z positions 

• Add track isolation
• Photons...

• Add track isolation
• Hadronic...

• Determine jet z positions
• Require jets to originate from common vertex to reject jets from PU interactions

• Primary vertex & track MET

11



Using L1 Tracks:  e/µ  (ATLAS)
• Significant rate reductions for single-lepton triggers w.r.t. L0 rate

• Muon pT turn-on curve sharpened
• Track-matched EM trigger rejects background from EM energy deposits from π± 

& photons from π0 
• Factor ~5 in rate single e/µ trigger
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Figure 2.8: The L1_MU20 trigger efficiencies as a function of true pT after matching with a true muon
assuming a track trigger with different pT resolutions, assuming that all tracks are reconstructed.

and can only be implemented in a split Level-0/Level-1 trigger architecture. The alternative self-
seeded design that aims to reconstruct high-pT tracks in the entire tracker is also being investigated.

The full data from the Inner Detector cannot be read out at the full beam-crossing rate or even

Figure 2.9: Left: the trigger rate vs. L1 EM Cluster ET threshold for simulated minimum bias events
with hµi = 70. Right: rate vs. tau finding efficiency curves for taus from the decay of a 120 GeV Higgs
boson for the inclusive tau trigger at 7⇥1034 cm�2 s�1 for different track multiplicity and minimum track
pT requirements. The bands show the rate vs efficiency parametrised for different L1 cluster ET thresholds,
shown as the small numbers next to the corresponding points on each band. The thresholds for each band,
such that the integrated rate from the trigger is 20 kHz, are shown at the bottom of the plot. The rates are
estimated using simulated minimum bias events at 3⇥1034 cm�2 s�1 and extrapolated to 7⇥1034 cm�2 s�1.

– 17 –

offline track resolution 
or  factor 5 worse

ATLAS Phase-2 LoI
Object(s) Trigger Estimated Rate

no L1Track with L1Track
e EM20 200 kHz 40 kHz
g EM40 20 kHz 10 kHz⇤

µ MU20 > 40 kHz 10 kHz
t TAU50 50 kHz 20 kHz
ee 2EM10 40 kHz < 1 kHz
gg 2EM10 as above ⇠5 kHz⇤

eµ EM10_MU6 30 kHz < 1 kHz
µµ 2MU10 4 kHz < 1 kHz
tt 2TAU15I 40 kHz 2 kHz
Other JET + MET ⇠ 100 kHz ⇠ 100 kHz
Total ⇠ 500 kHz ⇠ 200 kHz

Table 2.3: The expected Level-1 trigger rates at 7⇥ 1034 cm�2 s�1 for the baseline split L0/L1 Phase-II
trigger. The EM triggers all assume the hadronic energy veto (VH) is used. ⇤For the photon and di-photon
triggers it is assumed that the full granularity in the Level-1 calorimeter trigger will bring an additional factor
3 in background rejection power. The tt trigger rate assumes a factor 2 reduction in the tau fake rate from
the eFeX. The exclusive rates for et and µt are not included as these will depend strongly on the exact
trigger menu and trigger thresholds used.

cept. It might be sufficient to transfer the data only from a region around the RoIs identified
by the Phase-I calorimeter trigger. The additional processing time available within the total
latency of 20 µs would allow further refinement of the EM, tau, jet and energy sum triggers.
For example the positions of the electrons would be determined more precisely which would
improve the matching with track segments. Furthermore, the fine-grained calorimeter infor-
mation would improve the quality of the standalone EM triggers, which will be essential in
order to maintain reasonable thresholds for photons.

• Level-1 Muon Trigger: A L1Muon system will introduce the monitored-drift-tubes (MDTs)
of the ATLAS muon spectrometer in the Muon trigger, at Level-0 or Level-1. This enables
track momentum reconstruction to be performed for muons in the MDT acceptance, provid-
ing further background rejection against relatively low momentum muons.

• Level-1 Central Trigger: The new Level-1 central trigger would form the final Level-1
accept based on the results of the L1Calo, L1Muon and L1Track trigger RoIs.

2.3 Calorimeter Trigger

In the Phase-II upgrade, the entire calorimeter front-end and back-end electronics will be replaced,
as described in sections 3.1 and 4.1. The new front-end electronics will digitise all channels
every bunch crossing and transmit the data off the detector on high speed links to new calorimeter
backend electronics in USA15. The fibres would be laid in a low-latency route using the holes in
the shielding freed by removing the previous analogue trigger cables. The back-end electronics
will process these data every bunch crossing to extract the ET and timing of each pulse.

– 11 –

ATLAS Phase-2 LoI Draft Trigger Menu



Using L1 Tracks:  e/µ  (CMS)
• Muons

• Rates flatten at high thresholds 
• Matching to L1 tracks → factor >10 reduction 

for pT > 14 GeV  (w/o track isolation)

• Electrons
• Match L1 e/γ objects to stubs
• Factor ~10 (~6) rate reduction for single 

(current 5x5) crystal granularity @ 20 GeV

• Additional factor ~2 rate reduction with 
L1 track-based isolation
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rates normalized to 
present trigger @ 10 GeV 

Electrons 

9/23/13 Track Trigger Integration WG 5 

Rate reduction brought by 
matching L1EG to L1Tkstubs 
in the central region 
( | eta | < 1 ) 

(Final optimization of the 
cuts at higher eta, in the 
BE geometry, is in progress). 

Red : with the current L1Cal  
   granularity. 

Green : if crystal-level information 
   is available for L1EG. The better 
   position resolution for the L1EG 
   object improves the performance 
   of the matching to the tracker. 

( NB : the pure calorimetric L1EG rates could also be reduced with the finer 
          granularity. Not taken into account here. ) 

working point correspond 
to 90% signal efficiency



Using L1 Tracks:  Taus  (ATLAS)
• Rate vs L1 tau finding efficiency for taus from 120 GeV Higgs signal 

• Single L1 tau trigger @ 20 kHz
• Without tracking:  79 GeV threshold - 8% signal efficiency 
• With 1-2 tracks (pT > 2 GeV):  39 GeV threshold - 30% signal efficiency 
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Figure 2.8: The L1_MU20 trigger efficiencies as a function of true pT after matching with a true muon
assuming a track trigger with different pT resolutions, assuming that all tracks are reconstructed.

and can only be implemented in a split Level-0/Level-1 trigger architecture. The alternative self-
seeded design that aims to reconstruct high-pT tracks in the entire tracker is also being investigated.

The full data from the Inner Detector cannot be read out at the full beam-crossing rate or even

Figure 2.9: Left: the trigger rate vs. L1 EM Cluster ET threshold for simulated minimum bias events
with hµi = 70. Right: rate vs. tau finding efficiency curves for taus from the decay of a 120 GeV Higgs
boson for the inclusive tau trigger at 7⇥1034 cm�2 s�1 for different track multiplicity and minimum track
pT requirements. The bands show the rate vs efficiency parametrised for different L1 cluster ET thresholds,
shown as the small numbers next to the corresponding points on each band. The thresholds for each band,
such that the integrated rate from the trigger is 20 kHz, are shown at the bottom of the plot. The rates are
estimated using simulated minimum bias events at 3⇥1034 cm�2 s�1 and extrapolated to 7⇥1034 cm�2 s�1.
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ATLAS Phase-2 LoI



Using L1 Tracks:  Jets  (CMS)
• Associate jets to nearby L1 tracks to measure jet’s z position

• Define hadronic triggers requiring jet vertex consistency
• Multijet triggers
• HT (missing HT) triggers, HT = Σ(jet pT)
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Louise Skinnari, L1 Track Triggering at CMS for the HL-LHC, WIT2014

Hadronic Triggers

• Jet’s z position measured by associating the jet to nearby L1 tracks
• Define hadronic triggers requiring vertex consistency

• Multijet triggers
• n jets from same vertex (|z(jet) - zEVT| < 1cm)

• HT (missing HT) triggers
• No vertex association:  HT = sum(jet pT) for all jets  (pT > 15 GeV & |η| < 2.0)
• Vertex association:  HT = sum(jet pT) for jets with |z(jet) - zEVT| < 1cm

18
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Louise Skinnari, L1 Track Triggering at CMS for the HL-LHC, WIT2014

Hadronic Triggers

• Jet’s z position measured by associating the jet to nearby L1 tracks
• Define hadronic triggers requiring vertex consistency

• Multijet triggers
• n jets from same vertex (|z(jet) - zEVT| < 1cm)

• HT (missing HT) triggers
• No vertex association:  HT = sum(jet pT) for all jets  (pT > 15 GeV & |η| < 2.0)
• Vertex association:  HT = sum(jet pT) for jets with |z(jet) - zEVT| < 1cm
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High efficiency to measure jet z position ~1mm z resolution (all-hadronic ttbar)



Using L1 Tracks:  Track MET  (CMS)
• Use L1 tracks to reconstruct primary vertex

• <1mm resolution for high track multiplicity events

• Define “track MET” using L1 tracks from primary vertex

16

Reconstruction of the primary vertex 

Track Trigger Integration WG 

Reconstruction method : 
-  Histogram the z0 of all L1Tracks with χ2 < 100, 
  at least 4 stubs (and 3 stubs in Pixel-Strip modules) 
  and pT > pT,min , weighting each entry by the pT  
  of the track 
- Simple peak-finding determines the primary vertex 

Caption: Resolution of the primary vertex  
reconstruction from L1Tracks with pT > 2 GeV  
(blue) or 5 GeV (red), in ttbar events with   
< PU > = 140. 

Main messages: 
-  Resolution of better than 1 mm achieved in events with large track multiplicity 
-  performance not degraded if only tracks with pT > 5 GeV are used 
-  a L1Track-based missing transverse momentum can be reconstructed as the vectorial sum 
  of the pT of L1Tracks coming from the primary vertex. 

MET$LIKE((for(approval)(

x10(

x3(

Signal'characteris.cs:''
•  stop'pair'produc.on'Stop4>top+LSP,'''

•  Stop=775'GeV'LSP=550'GeV'
•  Compressed'spectra'characterized'by'low'MET'
•  Considered'only'the'Ibar'fully'hadronic'decay'
•  Signal'region'defined'by'genMET>100'GeV'

Reconstruc.on'infos:'
•  Algo'1'and'Algo2':'two'calorimetric''based'jet'

algorithms,'they'differ'especially'for'PU'subtrac.on';'
MHT'from'jets'with'pT(jet)>15GeV'|η(jet)|<2.0;'

•  TKmet:'calculated'with'track'aIached'to'the'event'
primary'vertex'

•  MHT'+'tracks:'MHT'determined'from'jets'that'originated'
from'a'common'vertex'(here'taken'to'be'the'Leading'Jet'
vertex).'

'conclusion:'Sizeable'rate'reduc.on'can'be'achieved'
with'tracking'informa.on'

10(

• Rate reductions for SUSY signal
• Stop pair production with hadronic 

top decays
• Missing HT with/without vertex 

association
• Two L1 calorimeter jet algorithms, 

different PU subtraction methods
• Sizable rate reductions!



Conclusions
• HL-LHC

• High instantaneous luminosity with ~3000 fb-1 collected over 10 year period 
• Challenging environment for the experiments with <PU>=140

• Maintaining high efficiencies while keeping event rates under control requires 
tracking @ L1 trigger
• Single e/µ rates can be reduced by factor of O(10)
• Powerful also for hadronic triggers

• Different approaches to L1 tracking studied
• Region-of-interest seeded (ATLAS) 
• Self-seeded track trigger (CMS) 

• Incorporating tracking information in L1 trigger important to achieve necessary 
rate reductions as driven by the physics!
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BACKUP
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ATLAS & CMS:  Trigger System
• Current trigger systems

• L1 trigger
• Hardware-based, implemented in custom-built electronics
• Muon & calorimeter information with reduced granularity, no tracking information

• High-Level Trigger (HLT)
• Software-based, executed on large computing farms
• Tracking information & full detector granularity
• ATLAS use level-2 & event filter, CMS single-step HLT

19

ATLAS:  3 physical levels CMS:  2 physical levels

Wesley Smith, U. Wisconsin, October 3, 2013 ECFA – HL-LHC: – Trigger & DAQ -  3 

Journey to HL-LHC 
2012-2013 run: 

•  Lumi = 7 x 1033, PU = 30, E = 7 TeV, 50 nsec bunch spacing 
•  2012 ATLAS, CMS operating: 

•  L1 Accept ≤ 100 kHz,  
•  Latency ≤ 2.5 (AT), 4 µsec (CM) 
•  HLT Accept ≤ 1 kHz 

Where ATLAS & CMS will be: 
•  Lumi = 5 x 1034 

•  <PU> = 140, Peak PU = 192 (increase × 6)  
•  E = 14 TeV (increase × 2)  
•  25 nsec bunch spacing (reduce × 2) 
•  Integrated Luminosity > 250 fb-1 per year  

Need to establish scenario for L1 Accept, Latency, HLT 
Accept & new trigger “features” (e.g. tracking trigger) 
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• Phase-1 upgrades (2018-2019)
• ATLAS

• Fast Track Trigger (FTK) @ Level 1.5 
• New small muon wheel
• Finer granularity in L1 calorimeter trigger

• CMS
• Upgraded L1 trigger system - improved high-PU performance
• New pixel detector
• Upgrade hadronic calorimeter (HCAL) electronics & photodetectors

• Phase-2 upgrades (2023-2025)
• ATLAS / CMS

• All new tracker detector  (ATLAS, CMS)
• Triggering @ L1  (ATLAS, CMS)
• Upgrade muon/calorimeter electronics (ATLAS)
• Upgraded endcap calorimeters (CMS)
• Upgrade barrel calorimeter front-end electronics (CMS)


