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51 Lepton-Photon, 24–29 June, 2013  Andreas Hoecker — Searches for Supersymmetry at Colliders  

ATLAS deeply mines SUSY signatures & models 
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MSUGRA/CMSSM 1 e,µ 3-6 jets Yes 20.3 any m(q̃) ATLAS-CONF-2013-0621.2 TeVg̃

MSUGRA/CMSSM 0 7-10 jets Yes 20.3 any m(q̃) ATLAS-CONF-2013-0541.1 TeVg̃

q̃q̃, q̃→qχ̃
0
1 0 2-6 jets Yes 20.3 m(χ̃

0
1)=0 GeV ATLAS-CONF-2013-047740 GeVq̃

g̃ g̃ , g̃→qq̄χ̃
0
1 0 2-6 jets Yes 20.3 m(χ̃

0
1)=0 GeV ATLAS-CONF-2013-0471.3 TeVg̃

g̃ g̃ , g̃→qqχ̃
±
1→qqW ±χ̃01 1 e,µ 3-6 jets Yes 20.3 m(χ̃

0
1)<200 GeV, m(χ̃

±
)=0.5(m(χ̃

0
1 )+m(g̃ )) ATLAS-CONF-2013-0621.18 TeVg̃

g̃ g̃→qqqqℓℓ(ℓℓ)χ̃
0
1χ̃

0
1 2 e,µ (SS) 3 jets Yes 20.7 m(χ̃

0
1)<650 GeV ATLAS-CONF-2013-0071.1 TeVg̃

GMSB (ℓ̃ NLSP) 2 e,µ 2-4 jets Yes 4.7 tanβ<15 1208.46881.24 TeVg̃

GMSB (ℓ̃ NLSP) 1-2 τ 0-2 jets Yes 20.7 tanβ >18 ATLAS-CONF-2013-0261.4 TeVg̃

GGM (bino NLSP) 2 γ 0 Yes 4.8 m(χ̃
0
1)>50 GeV 1209.07531.07 TeVg̃

GGM (wino NLSP) 1 e, µ + γ 0 Yes 4.8 m(χ̃
0
1)>50 GeV ATLAS-CONF-2012-144619 GeVg̃

GGM (higgsino-bino NLSP) γ 1 b Yes 4.8 m(χ̃
0
1)>220 GeV 1211.1167900 GeVg̃

GGM (higgsino NLSP) 2 e, µ (Z ) 0-3 jets Yes 5.8 m(H̃)>200 GeV ATLAS-CONF-2012-152690 GeVg̃

Gravitino LSP 0 mono-jet Yes 10.5 m(g̃ )>10−4 eV ATLAS-CONF-2012-147645 GeVF1/2 scale

g̃→bb̄χ̃
0
1 0 3 b Yes 20.1 m(χ̃

0
1)<600 GeV ATLAS-CONF-2013-0611.2 TeVg̃

g̃→tt̄ χ̃
0
1 0 7-10 jets Yes 20.3 m(χ̃

0
1) <200 GeV ATLAS-CONF-2013-0541.14 TeVg̃

g̃→tt̄ χ̃
0
1 0-1 e,µ 3 b Yes 20.1 m(χ̃

0
1)<400 GeV ATLAS-CONF-2013-0611.34 TeVg̃

g̃→bt̄ χ̃
+
1 0-1 e,µ 3 b Yes 20.1 m(χ̃

0
1)<300 GeV ATLAS-CONF-2013-0611.3 TeVg̃

b̃1b̃1, b̃1→bχ̃
0
1 0 2 b Yes 20.1 m(χ̃

0
1)<100 GeV ATLAS-CONF-2013-053100-630 GeVb̃1

b̃1b̃1, b̃1→tχ̃
±
1 2 e,µ (SS) 0-3 b Yes 20.7 m(χ̃

±
1 )=2 m(χ̃

0
1) ATLAS-CONF-2013-007430 GeVb̃1

t̃1 t̃1(light), t̃1→bχ̃
±
1 1-2 e,µ 1-2 b Yes 4.7 m(χ̃

0
1)=55 GeV 1208.4305, 1209.2102167 GeVt̃1

t̃1 t̃1(light), t̃1→Wbχ̃
0
1 2 e,µ 0-2 jets Yes 20.3 m(χ̃

0
1) =m(t̃1)-m(W )-50 GeV, m(t̃1)<<m(χ̃

±
1 ) ATLAS-CONF-2013-048220 GeVt̃1

t̃1 t̃1(medium), t̃1→bχ̃
±
1 2 e,µ 0-2 jets Yes 20.3 m(χ̃

0
1)=0 GeV, m(t̃1)-m(χ̃

±
1 )=10 GeV ATLAS-CONF-2013-048150-440 GeVt̃1

t̃1 t̃1(medium), t̃1→bχ̃
±
1 0 2 b Yes 20.1 m(χ̃

0
1)<200 GeV, m(χ̃

±
1 )-m(χ̃

0
1 )=5 GeV ATLAS-CONF-2013-053150-580 GeVt̃1

t̃1 t̃1(heavy), t̃1→tχ̃
0
1 1 e,µ 1 b Yes 20.7 m(χ̃

0
1)=0 GeV ATLAS-CONF-2013-037200-610 GeVt̃1

t̃1 t̃1(heavy), t̃1→tχ̃
0
1 0 2 b Yes 20.5 m(χ̃

0
1)=0 GeV ATLAS-CONF-2013-024320-660 GeVt̃1

t̃1 t̃1(natural GMSB) 2 e, µ (Z ) 1 b Yes 20.7 m(χ̃
0
1)>150 GeV ATLAS-CONF-2013-025500 GeVt̃1

t̃2 t̃2, t̃2→t̃1 + Z 3 e, µ (Z ) 1 b Yes 20.7 m(t̃1)=m(χ̃
0
1)+180 GeV ATLAS-CONF-2013-025520 GeVt̃2

ℓ̃L,Rℓ̃L,R, ℓ̃→ℓχ̃01 2 e,µ 0 Yes 20.3 m(χ̃
0
1)=0 GeV ATLAS-CONF-2013-04985-315 GeVℓ̃

χ̃+1 χ̃
−
1 , χ̃

+
1→ℓ̃ν(ℓν̃) 2 e,µ 0 Yes 20.3 m(χ̃

0
1)=0 GeV, m(ℓ̃, ν̃)=0.5(m(χ̃

±
1 )+m(χ̃

0
1 )) ATLAS-CONF-2013-049125-450 GeVχ̃±

1

χ̃+1 χ̃
−
1 , χ̃

+
1→τ̃ν(τν̃) 2 τ 0 Yes 20.7 m(χ̃

0
1)=0 GeV, m(τ̃, ν̃)=0.5(m(χ̃

±
1 )+m(χ̃

0
1)) ATLAS-CONF-2013-028180-330 GeVχ̃±

1

χ̃±1 χ̃
0
2→ℓ̃Lνℓ̃Lℓ(ν̃ν), ℓν̃ℓ̃Lℓ(ν̃ν) 3 e,µ 0 Yes 20.7 m(χ̃

±
1 )=m(χ̃

0
2), m(χ̃

0
1)=0, m(ℓ̃, ν̃)=0.5(m(χ̃

±
1 )+m(χ̃

0
1 )) ATLAS-CONF-2013-035600 GeVχ̃±

1 , χ̃
0
2

χ̃±1 χ̃
0
2→W ∗χ̃01Z

∗χ̃01 3 e,µ 0 Yes 20.7 m(χ̃
±
1 )=m(χ̃

0
2 ), m(χ̃

0
1)=0, sleptons decoupled ATLAS-CONF-2013-035315 GeVχ̃±

1 , χ̃
0
2

Direct χ̃
+
1 χ̃
−
1 prod., long-lived χ̃

±
1 0 1 jet Yes 4.7 1<τ(χ̃

±
1 )<10 ns 1210.2852220 GeVχ̃±

1

Stable, stopped g̃ R-hadron 0 1-5 jets Yes 22.9 m(χ̃
0
1)=100 GeV, 10 µs<τ(g̃)<100 s ATLAS-CONF-2013-057857 GeVg̃

GMSB, stable τ̃ 1-2 µ 0 - 15.9 5<tanβ<50 ATLAS-CONF-2013-058385 GeVτ̃

Direct τ̃τ̃ prod., stable τ̃ or ℓ̃ 1-2 µ 0 - 15.9 m(τ̃)=m(ℓ̃) ATLAS-CONF-2013-058395 GeVτ̃

GMSB, χ̃
0
1→γg̃ , long-lived χ̃

0
1 2 γ 0 Yes 4.7 0.4<τ(χ̃

0
1)<2 ns 1304.6310230 GeVχ̃0

1

χ̃01→qqµ (RPV) 1 µ 0 Yes 4.4 1 mm<cτ<1 m, g̃ decoupled 1210.7451700 GeVq̃

LFV pp→ν̃τ + X , ν̃τ→e + µ 2 e,µ 0 - 4.6 λ′311=0.10, λ132=0.05 1212.12721.61 TeVν̃τ

LFV pp→ν̃τ + X , ν̃τ→e(µ) + τ 1 e,µ + τ 0 - 4.6 λ′311=0.10, λ1(2)33=0.05 1212.12721.1 TeVν̃τ

Bilinear RPV CMSSM 1 e,µ 7 jets Yes 4.7 m(q̃)=m(g̃ ), cτLSP<1 mm ATLAS-CONF-2012-1401.2 TeVq̃, g̃

χ̃+1 χ̃
−
1 , χ̃

+
1→W χ̃

0
1, χ̃

0
1→ee ν̃µ, eµν̃e 4 e,µ 0 Yes 20.7 m(χ̃

0
1)>300 GeV, λ121>0 ATLAS-CONF-2013-036760 GeVχ̃±

1

χ̃+1 χ̃
−
1 , χ̃

+
1→W χ̃

0
1, χ̃

0
1→ττν̃e , eτν̃τ 3 e,µ + τ 0 Yes 20.7 m(χ̃

0
1)>80 GeV, λ133>0 ATLAS-CONF-2013-036350 GeVχ̃±

1

g̃→qqq 0 6 jets - 4.6 1210.4813666 GeVg̃

g̃→t̃1t, t̃1→bs 2 e,µ (SS) 0-3 b Yes 20.7 ATLAS-CONF-2013-007880 GeVg̃

Scalar gluon 0 4 jets - 4.6 incl. limit from 1110.2693 1210.4826100-287 GeVsgluon

WIMP interaction (D5, Dirac χ) 0 mono-jet Yes 10.5 m(χ)<80 GeV, limit of<687 GeV for D8 ATLAS-CONF-2012-147704 GeVM* scale

Mass scale [TeV]
10−1 1√

s = 7 TeV
full data

√
s = 8 TeV

partial data

√
s = 8 TeV
full data

ATLAS SUSY Searches* - 95% CL Lower Limits
Status: LP 2013

ATLAS Preliminary∫
L dt = (4.4 - 22.9) fb−1

√
s = 7, 8 TeV

*Only a selection of the available mass limits on new states or phenomena is shown. All limits quoted are observed minus 1σ theoretical signal cross section uncertainty.
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We searched for a lot of things

24 June 2013

Summary

28

q* (qg), dijet
q* (qW)
q* (qZ) 

q* , dijet pair
q* , boosted Z

e*, Λ = 2 TeV
μ*, Λ = 2 TeV

0 1 2 3 4 5 6
Z’SSM (ee, µµ)

Z’SSM (ττ)
Z’ (tt hadronic) width=1.2%

Z’ (dijet)
Z’ (tt lep+jet) width=1.2%

Z’SSM (ll) fbb=0.2
G (dijet)

G (ttbar hadronic)
G (jet+MET) k/M = 0.2

G (γγ) k/M = 0.1
G (Z(ll)Z(qq)) k/M = 0.1

W’ (lν)
W’ (dijet)

W’ (td)
W’→ WZ(leptonic)

WR’ (tb)
WR, MNR=MWR/2

WKK μ = 10 TeV
ρTC, πTC > 700 GeV

String Resonances (qg)
s8 Resonance (gg)

E6 diquarks (qq)
Axigluon/Coloron (qqbar)

gluino, 3jet, RPV
0 1 2 3 4 5 6

gluino, Stopped Gluino
stop, HSCP

stop, Stopped Gluino
stau, HSCP, GMSB

hyper-K, hyper-ρ=1.2 TeV
neutralino, cτ<50cm

0 1 2 3 4 5 6

Ms, γγ, HLZ, nED = 3
Ms, γγ, HLZ, nED = 6
Ms, ll, HLZ, nED = 3
Ms, ll, HLZ, nED = 6

MD, monojet, nED = 3
MD, monojet, nED = 6
MD, mono-γ, nED = 3
MD, mono-γ, nED = 6

MBH, rotating, MD=3TeV, nED = 2
MBH, non-rot, MD=3TeV, nED = 2

MBH, boil. remn., MD=3TeV, nED = 2
MBH, stable remn., MD=3TeV, nED = 2

MBH, Quantum BH, MD=3TeV, nED = 2
0 1 2 3 4 5 6Sh. Rahatlou 1

LQ1, β=0.5
LQ1, β=1.0
LQ2, β=0.5
LQ2, β=1.0

LQ3 (bν), Q=±1/3, β=0.0
LQ3 (bτ), Q=±2/3 or ±4/3, β=1.0

stop (bτ)
0 1 2 3 4 5 6

b’ → tW, (3l, 2l) + b-jet
q’, b’/t’ degenerate, Vtb=1

b’ → tW, l+jets
B’ → bZ (100%)
T’ → tZ (100%)

t’ → bW (100%), l+jets
t’ → bW (100%), l+l

0 1 2 3 4 5 6
C.I. Λ , Χ analysis, Λ+ LL/RR
C.I. Λ , Χ analysis, Λ- LL/RR

C.I., µµ, destructve LLIM
C.I., µµ, constructive LLIM

C.I., single e (HnCM)
C.I., single µ (HnCM)

C.I., incl. jet, destructive
C.I., incl. jet, constructive

0 5 10 15

Heavy
Resonances

4th
Generation

Compositeness

Long
Lived

LeptoQuarks

Extra Dimensions 
& Black Holes

Contact 
Interactions

95% CL EXCLUSION LIMITS (TEV)CMS EXOTICA
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So far we found a resonance
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Oblique parameters

12 Satoshi Mishima (Univ. of Rome)/23

U = 0U 6= 0

No evidence for NP!
See also, e.g., Erler (12); Gfitter (12,13)

S

-0.5 0 0.5

T

-0.5

0

0.5

S
-0.5 0 0.5

T

-0.5

0

0.5

U=0

All
WM

0,f
FB, Af, APol

τ, Plept
effθ2sin

ZΓ

68% & 95%

3 Oblique parameters

Fit result Correlations
S 0.08 ± 0.10 1.00
T 0.10 ± 0.12 0.85 1.00
U 0.00 ± 0.09 �0.49 �0.79 1.00

Table 5: STU fit.

Fit result Correlations
S 0.08 ± 0.09 1.00
T 0.10 ± 0.07 0.87 1.00

Table 6: ST fit with U = 0.
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3 Oblique parameters
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Fit result Correlations
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Table 6: ST fit with U = 0.
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• Sure… Why not? 

• But we know from pre-LHC results that they 
should/could to be heavier than O(1 TeV) 

• Not seen in previous experiments (e.g, 
Tevatron) 

• Strong bounds from EW precision physics 

• … and/or have to come with SM-like features  

• no sign of NP in B/D/K physics pushed flavor-
violating NP to PeV scale 

• even assuming (Nexto-to-)Minimal Flavor 
Violation, the bounds do not generically relax 
below the TeV

could there be more?



The Experimental Challenge

• Experimentally, the high pT 
regime is different than what 
expiated for Higgs physics 

• Electrons mainly measured 
by calorimeter (not tracker) 

• Muons have large pT 
uncertainties 

• Jets not necessarily come from 
QCD (quarks and gluons)

• Dedicated reconstruction techniques in place, optimized to keep 
good performances at large-pT 

• The peculiarity of ATLAS in CMS is the excellent performances in 
a large range of pT (~1 GeV to ~1 TeV)

• For masses above 1 TeV, new resonances would decay to high-pT particles

5



High-Pt Muons
• Muon momenta are measured 

through the bending in the magnetic 
fields 

• The bending is reduced at large 
muon momenta 

• For high-pT muons, the precision 
deteriorates 

• Unlike for W/Z/top/H, muon final 
states are not the golden channel for 
very-high-pT physics  

• Despite the resolution, high-pT 
muons are an excellent discovery 
tool

6

σpT/pT ~ pT/(qBL)



High-Pt Electrons

• Electron momenta are 
measured in the tracker and in 
the calorimeter 

• The resolution of the 
calorimeter improves with 
energy, giving a better S vs B 
discrimination above 1 TeV 

• Electrons (and photons) are 
excellent tools to search for 
davy resonances and measure 
their masses

7



High-Pt Electrons

• Electron momenta are 
measured in the tracker and in 
the calorimeter 

• The resolution of the 
calorimeter improves with 
energy, giving a better S vs B 
discrimination above 1 TeV 

• Electrons (and photons) are 
excellent tools to search for 
davy resonances and measure 
their masses

8



Jets beyond quarks&gluons

• High-pT top/W/H/Z can be 
boosted enough for the final-state 
jets to merge into a single jet 

• These jets are special: particles 
cluster in multiple “poles” in (η,φ) 
→ jet substructure 

• Jet reconstruction to be pushed 
to the next level 

• QCD multijet background 
becomes an issue for more than 
just hadronic searches

9



Examples of resonance searches

• Search for XVV resonances (V=W/Z) 

• Fully-hadronic final states and substructure 

• But also final states with leptons 

• Ditop, dilepton and dijet resonance searches  

10

DISCLAIMER:!

• I mainly show CMS results 

• I also show some ATLAS result for comparison (which you saw this 
morning already) 

• When I don’t show ATLAS results, I am not implying that they don’t 
exist. I was just lazy… 



Jets, Jet 
substructure, and 
X→VV searches

11



• QCD physics at the LHC is 
precision physics 

• Multijet NLO calculations in event 
generators 

• Solid jet definition 

• Handling of pileup 

• During LHC run I, intense 
program of measurements 

• “Validated” the tools describing jet 
physics (e.g., event generators and 
detector simulation) 

• Set the basis to search for New 
Physics with jets

Precision Physics with jets

12



• What if your HCAL is not that great? Physics at 
rescue 

• 60% of the jet is made of charged hadrons 

• a largely  fraction of the neutral hadrons is pions, 
which decay to photon pairs before your HCAL 

• One can then  

• reconstruct individual hadrons, matching tracks 
to their energy deposit (the good pT resolution 
compensated for the bad energy resolution of 
the HCAL) 

• use the ECAL to reconstruct the energy deposit 
there 

• Live with the poor resolution on neutral hadrons 
(e.g., neutrons, KL, etc)

Jets of What?

Why(Par$cle(Flow?(
•  Calorimeter(jet:((

–  E(=(EHCAL(+(EECAL(
–  σ(E)(~(calo(resolu$on((

to(hadron(energy:(
120(%(/(√E(

–  direc$on(biased((B(=(3.8(T)(
•  Par$cle(flow(jet:(

–  65%(charged(hadrons(
•  σ(pT)/pT(~(1%((
•  direc$on(measured(at(vertex(

–  25%(photons(
•  σ(E)/E(~(1%(/(√E(
•  good(direc$on(resolu$on(

–  10%(neutral(hadrons(
•  (σ(E)/E(~(120(%(/(√E(

–  Need$to$resolve$the$energy$deposits$
from$the$neutral$par5cles…$

photon(

charged(
hadron((

neutral(
hadron(

Becer(performance(expected,(at(least(on(jet(and(MET(reconstruc$on(
7(
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Particle Flow
• Combine the information from all detectors to reconstruct single 

particles 

• Provides lists of particles (e,μ,γ, charged and neutral hadrons) 

• Improves HCAL resolution with tracker

Jets(:(Energy(Resolu$on(

QCD(simula$on((

Barrel(( Endcaps(

Factor(2(
improvement(
at(low(pT((

Par$cle(Flow(converges(
to(a(calorimetric(
measurement(at((high(pT((

40(

Jets(:(Energy(Resolu$on(

QCD(simula$on((

Barrel(( Endcaps(

Factor(2(
improvement(
at(low(pT((

Par$cle(Flow(converges(
to(a(calorimetric(
measurement(at((high(pT((

40(

Jets(:(Energy(Resolu$on(

QCD(simula$on((

Barrel(( Endcaps(

Factor(2(
improvement(
at(low(pT((

Par$cle(Flow(converges(
to(a(calorimetric(
measurement(at((high(pT((

40(

• Replace the HCAL 
granularity with tracker 
granularity (important for 
jet substructure) 

• The final result is a list of 
particles, similar to a 
generator-level study

14



• Pileup is particularly problematic for 
jets 

• particles from different vertices 
overlap in the calorimeter area 

• the jest are then to be found on 
top of a diffuse noise from 
additional collisions 

• These collisions are typically soft 
(a high-pT collision is a rare event) 

• Several methods put in place to limit 
the impact of pileup on the jet 
reconstruction (charge hadron 
subtraction, jet vertex fraction, jet 
area subtraction, …)

The PileUp Problem

15



• W/Z/H/top can decay to fully hadronic 
final states 

• For large enough pT, the decay 
products might merge into a single jet 

• These jets are special, as their 
properties (e.g., the mass) are not 
those of a QCD jet

low boost high 
boost

James Dolen Boston Jet Workshop,  Jan 22, 2013

W-jet tagging

• W-mass selection

- Pruned jet (Ellis et al.) provides 
sharper mass resolution and 
shifts background down 
outside of W mass window

‣ Recluster the jet, don’t merge low 
pT, large angle constituents. 

• Multiple variables provide 
additional discrimination

- N-subjettiness

- Qjets volatility

- Mass drop

- Energy Correlation Functions

3

Boosted 
W jet

pruned jet mass
0 50 100 150
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0.2

SM Higgs, m = 600 GeV

   ungroomed jet mass

W+Jets, MadGraph+Pythia6

   ungroomed jet mass

CMS Simulation

CMS HIG-13-008
H → WW → lνqq

16

A Special Kind of Jet



• Care is needed in defining the “right” mass 

• the plain mass for a jet from a colourless 
object (W/Z/H) peaks in the right spot 

• for a QCD jet, the mass depends on the 
jet pT (i.e. it is NOT the right mass) 

• The “right” mass comes from grooming 
(removal of soft and collinear radiation + 
pileup) 

• Several techniques proposed and ad data 
opted for data by ATLAS & CMS 

• More than the mass: the jet constituents 
have multipole distribution (due to the 
number of partons starting the showering)

Jet Grooming
low boost high 

boost

James Dolen Boston Jet Workshop,  Jan 22, 2013

W-jet tagging

• W-mass selection

- Pruned jet (Ellis et al.) provides 
sharper mass resolution and 
shifts background down 
outside of W mass window

‣ Recluster the jet, don’t merge low 
pT, large angle constituents. 

• Multiple variables provide 
additional discrimination

- N-subjettiness

- Qjets volatility

- Mass drop

- Energy Correlation Functions

3

Boosted 
W jet
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Substructure Variables

"

• A few lessons learned 

• the jet mass cut does much of the job 

• the higher the pT, the smaller the QCD 
background. Better use substructure as 
an event classifier, not to loose efficiency 

• In CMS, Particle Flow is important here 
(despite the high-pT regime). Angular 
resolution matters, and tracker is better for 
that

James Dolen Boston Jet Workshop,  Jan 22, 2013

W-tagging Algorithm Comparison

• N-subjettiness and Q jets 
volatility are the best 
single variables

- !2/!1 with one-pass axes > 

kt axes

- Unpruned !2/!1 > pruned

• Improved performance 
using Neural Network

- New: added C2 to NN

5

8 4 Algorithms for W-jet identification

We find that the most performant variable is the t2/t1, while the pruned t2/t1 is slightly less231

performant. The performance of the t2/t1 with exclusive kT axes is the worst of the t2/t1232

variants. GQjet performs slightly worse than t2/t1. The least performant variables are the mass233

drop, the 3-point energy correlation function, C2(b = 1.7) and the jet charge. We also found234

that the discrimination power between W+ jets and W� jets varies by less than 10% for different235

values k between 0.3 and 1.0.236
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Figure 3: (Left) Comparison of various discriminant observable performance for W+jet events
in the low jet pT bin, 250-350 GeV. (Right) Systematic effects on the performance of the pruned
jet mass and t2/t1 W-tagging algorithm in the high jet pT bin, 400-600 GeV.

Given the performance of single variables, we study how much further discrimination power237

can be improved by combining the variables. A multivariate optimization is performed using238

the TMVA package [48]. We consider the combination of various observables in a Likelihood239

multivariate discriminant and a Multi-layer Perceptron Neural Network (MLP) multivariate240

discriminant. The variables considered in the optimization are mass drop, GQjet, t2/t1, Cb
2 ,241

planar flow, jet charge, number of jet constituents, subjet DR, trimmed grooming sensitivity242

and number of primary vertices. The variable inputs include additional observables in an243

attempt to increase the discrimination power. In general, we find a large degree of correlation244

between the t2/t1 and most of the other observables, indicating that t2/t1 includes information245

from the other observables. This is supported by the single variable ROC curves, which prove246

that the standard t2/t1 is the most performant variable, as shown in Fig. 3 (left). The ROC247

curves obtained from the multivariate methods are also shown in Fig. 3 (left). Compared to248

the most performant single variable t2/t1, a small improvement is found with the multivariate249

discriminators.250

This variable comparison was performed after requiring a cut on the pruned jet mass. Since251

all of the considered substructure variables are correlated with the jet mass, it is important252

to note, that the variable comparison as shown in Fig. 3 (left) depends strongly on the choice253

of the primary discriminator, namely the pruned jet mass. When using the non-groomed jet254

mass instead of the pruned jet mass as primary discriminator, other variables with stronger255

correlation with pruned jet mass show more additional discrimination power than t2/t1. The256

total discrimination power of the combination of the primary discriminator and additional257

variables is always better when the pruned jet mass is used as primary discriminator, rather258

WORK IN PROGRESS

CMS-PAS-JME-13-006
19

• One wants to separate a multi-prong from a single-prong angular 
distribution of the decay products around the jet axis 

• Several variables “on the market” to exploit this difference (see for 
instance  CMS and ATLAS papers)

https://cds.cern.ch/record/1577417/files/JME-13-006-pas.pdf


Jet N-Subjettiness
• N-subjettiness is smaller if the 

constituents of a jet can be arranged in 
N subjets 

• One can use the variable to test 
different hypotheses (e.g. V vs  top vs 
QCD jet) 

• In real life, ratios are particularly useful 
to categorize events (High purity vs 
Low Purity) after a mass cut on the jet is 
applied 

• Correlation with jet mass and PU effects 
tend to reduce the discrimination power 

• Polarization also matters (e.g. 
separation more effective for VL than VT)

11

V-tagging

V-tagging selection:

● Pruned jet mass in [65, 105] GeV
● τ

21
 : High-Purity (τ

21
<0.5) and Low-Purity (0.5 < τ

21
<0.75)

N-subjettiness ratio

τ
21

 = τ
2
 / τ

1

τN=
1

d0

∑
k

pT , k min {ΔR1, k ,ΔR2, k , ... ,ΔRN ,k }

HP LP
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V-tagging
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● Pruned jet mass in [65, 105] GeV
● τ

21
 : High-Purity (τ

21
<0.5) and Low-Purity (0.5 < τ
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τ
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 / τ
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∑
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pT , k min {ΔR1, k ,ΔR2, k , ... ,ΔRN ,k }

HP LP

http://arxiv.org/abs/1011.2268
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A double-tag event

21



Validation With Data
boosted tt reconstructed as one b-Jet+1lepton recoiling against one bjet 
and one jet (the W candidate) 

Peak in the jet mass: we are seeing boosted Ws 

Study substructure variables data vs MC  

MC get substructure quite right (~5% systematic on predicted efficiency)

CMS-PAS-JME-13-006 ATLAS arXiv 1306.4945
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Figure 52. Substructure variables (a) arctan(m
13

/m
12

), (b) m
23

/m
123

, and (c) mW for
HEPTopTagger-tagged top candidates using the default filtering parameters and a jet size of
R = 1.5.

by the simulation.

The e�ciency of the HEPTopTagger is measured as a function of the transverse mo-

mentum of the generated top quark, and is the product of the large-R jet finding e�ciency

and the e�ciency to tag the jet correctly: "(total) = "(large-R jet)·"(tag). Figure 53 shows

"(total) for four di↵erent filtering configurations of the HEPTopTagger as a function of the

generator-level true top-quark p
T

for the tt̄ MC sample. The e�ciency for the default

settings is 20% at 250 GeV and reaches a plateau of 40% at 500 GeV. Below 400 GeV

the e�ciency can be improved by 5% by using a larger radius parameter of R = 1.8. The

maximum e�ciency for the tight filtering settings is 30%.

The fake e�ciency, shown in figure 54(a), is defined in exactly the same way but

is evaluated using the PYTHIA inclusive jet sample. The p
T

of the leading-pjet
T

anti-

k
t

jet with R = 0.4 has been chosen to compute the e�ciency as it provides a measure

for the energy available in the event and is easily comparable between di↵erent tagging

– 61 –
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Theory “Outreach”
• We spent some time to provide the information to reinterpret these 

results in specific models 

• You have to generate resonance production w/o detector effects (run 
Madgraph/Pythia/…) and decay to VV 

• We provide the efficiency vs the boson pT and η for leptonic and 
hadronic final states (including the cross-feed background fot leptons 
from τ decays). Efficiency quoted for VL and reduced by 15% for VT

23

8.2 Model-independent limits 21

It was checked that the dependence of the total signal efficiency and acceptance on the width
of the generated sample is very mild. We include this effect in the systematic uncertainties of
the procedure as discussed later. The resulting efficiencies are presented in Figs. 11 and 12 for
W and Z bosons with longitudinal polarization, respectively. The contribution from Z ! tt
decays with t ! `nn is not reported since it is suppressed by the dilepton-mass requirement
of the analysis described in Section 4.5. The same values are presented in tabulated form in
Appendix A.
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Figure 11: Reconstruction and identification efficiencies for the W ! µn and W ! tn ! µnnn
(top left), W ! en and W ! tn ! ennn (top right), WL ! qq0 (bottom left), and ZL ! qq
(bottom right) decays as function of generated pV

T and hV using the W-tagging requirements for
the hadronic V decays.

Special care must be given to cases where the boson is transversely polarized (VT). The calcu-
lated efficiencies are based on longitudinally polarized bosons, as in the case of the reference
bulk graviton model. The efficiency of the V-tagging selections depend significantly on the
degree of polarization of the vector boson [31]. This effect is investigated with samples of RS1
gravitons produced with the MADGRAPH generator. The V bosons originating from the decays
of RS1 gravitons are transversely polarized in about 90% of the cases. In the cases of bosons de-
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(top left), W ! en and W ! tn ! ennn (top right), WL ! qq0 (bottom left), and ZL ! qq
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degree of polarization of the vector boson [31]. This effect is investigated with samples of RS1
gravitons produced with the MADGRAPH generator. The V bosons originating from the decays
of RS1 gravitons are transversely polarized in about 90% of the cases. In the cases of bosons de-

http://arxiv.org/abs/1405.3447

http://arxiv.org/abs/1405.3447


Results with 8TeV data
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Figure 9: Observed (solid) and expected (dashed) 95% CL upper limits on the product of the
graviton production cross section and the branching fraction of Gbulk ! WW (left) and Gbulk !
ZZ (right). The cross section for the production of a bulk graviton multiplied by its branching
fraction for the relevant process is shown as a red solid (dashed) curve for k/MPl = 0.5 (0.2),
respectively.

ity of the sample is not large enough to allow us to set mass limits on the bulk graviton models
with k/MPl = 0.2 or 0.5. Fig. 10 (right) presents also the local p-value of the significance of
the excesses observed in the data. No excesses with significances larger than two standard
deviations are observed.

8.2 Model-independent limits

The analysis as presented above is specific to the case of a narrow bulk graviton model, but this
is not the only extension of the SM predicting resonances decaying to vector bosons. Therefore
it is useful to allow the reinterpretation of these results in a generic model. In this section
we present the exclusion limits on the visible number of events after having introduced some
modifications to the analysis that greatly simplify its structure, at a moderate price in terms
of performance. Together with the upper limits on the number of signal events, we provide
tables with the reconstruction and identification efficiencies for vector bosons in the kinematic
acceptance of the analysis. Following the instructions detailed in Appendix A, it is possible to
estimate the number of events for a generic signal model that would be expected to be detected
in CMS with the collected integrated luminosity and to compare it with the upper limit on the
number of events.

To avoid the dependence on the assumptions in the construction of the separate categories, we
perform a simplified analysis, reducing the event classification to one single category. We do
this by adding the muon and electron channels and dropping the low-purity category (whose
sensitivity is much smaller than the high-purity category). The loss in performance is very
small over a large range of masses. The effect of dropping the LP category is visible only at
very high masses, where the upper limit on the cross section becomes 15% less stringent.

A generic model cannot restrict itself to narrow signal widths, hence we provide limits as a
function of both mass (MX) and natural width (GX) of the new resonance. The generated line
shape is parametrized with a Breit–Wigner function (BW) and its width is defined as the G
parameter of the BW. The BW line shape is convoluted with the double-sided CB introduced
in Section 6.2 for describing the detector resolution. While different values of GX are scanned,
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Figure 9: Observed (solid) and expected (dashed) 95% CL upper limits on the product of the
graviton production cross section and the branching fraction of Gbulk ! WW (left) and Gbulk !
ZZ (right). The cross section for the production of a bulk graviton multiplied by its branching
fraction for the relevant process is shown as a red solid (dashed) curve for k/MPl = 0.5 (0.2),
respectively.

ity of the sample is not large enough to allow us to set mass limits on the bulk graviton models
with k/MPl = 0.2 or 0.5. Fig. 10 (right) presents also the local p-value of the significance of
the excesses observed in the data. No excesses with significances larger than two standard
deviations are observed.

8.2 Model-independent limits

The analysis as presented above is specific to the case of a narrow bulk graviton model, but this
is not the only extension of the SM predicting resonances decaying to vector bosons. Therefore
it is useful to allow the reinterpretation of these results in a generic model. In this section
we present the exclusion limits on the visible number of events after having introduced some
modifications to the analysis that greatly simplify its structure, at a moderate price in terms
of performance. Together with the upper limits on the number of signal events, we provide
tables with the reconstruction and identification efficiencies for vector bosons in the kinematic
acceptance of the analysis. Following the instructions detailed in Appendix A, it is possible to
estimate the number of events for a generic signal model that would be expected to be detected
in CMS with the collected integrated luminosity and to compare it with the upper limit on the
number of events.

To avoid the dependence on the assumptions in the construction of the separate categories, we
perform a simplified analysis, reducing the event classification to one single category. We do
this by adding the muon and electron channels and dropping the low-purity category (whose
sensitivity is much smaller than the high-purity category). The loss in performance is very
small over a large range of masses. The effect of dropping the LP category is visible only at
very high masses, where the upper limit on the cross section becomes 15% less stringent.

A generic model cannot restrict itself to narrow signal widths, hence we provide limits as a
function of both mass (MX) and natural width (GX) of the new resonance. The generated line
shape is parametrized with a Breit–Wigner function (BW) and its width is defined as the G
parameter of the BW. The BW line shape is convoluted with the double-sided CB introduced
in Section 6.2 for describing the detector resolution. While different values of GX are scanned,

ZZ signal hypothesis

WW signal hypothesis
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Figure 13: Observed exclusion limits at 95% CL on the number of events for a WV ! `n + V �
jet (left) and a ZV ! `` + V � jet (right) resonance, as a function of its mass and normalized
width.

`nqq( 0) or ``qq( 0) with ` = µ or e. The results include the case in which W ! tn or Z ! tt
where the tau decay is t ! `nn. The events are reconstructed as a leptonic W or Z candidate
recoiling against a jet with mass compatible with the W or Z mass, respectively. Additional in-
formation from jet substructure is used to reduce the background from multijet processes. No
evidence for a signal is found, and the result is interpreted as an upper limit on the production
cross section as a function of the resonance mass in the context of the bulk graviton model. The
final upper limits are based on the statistical combination of the two semi-leptonic channels
considered here with those of a complementary search in the fully-hadronic final state. Upper
limits at 95% CL are set on the bulk graviton production cross section in the range from 700 to
10 fb for resonance masses between 600 and 2500 GeV, respectively. These limits are the most
stringent to date in these final states. The two analyses in the semi-leptonic channels are re-
peated in a simplified scenario, providing model-independent limits on the number of events.
The tabulated efficiency of reconstructing the vector bosons within the kinematic acceptance of
the analysis allows the reinterpretation of the exclusion limits in a generic phenomenological
model, including WZ resonances, greatly extending the versatility of these results.
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• Limits derived for generic masses and relative widths 

• Provided (in paper Appendix) the details on how to derive these 
results with the provided “outreach” information (look for “Simplified 
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Figure 2: Dimuon invariant mass (mµµ) distribution with statistical uncertainties after final selection,
compared to the stacked sum of all expected backgrounds, with two selected Z′SSM signals overlaid. The
bin width is constant in log mµµ. Bottom inset: The black points show the ratio of observed to expected
events with statistical uncertainty, while the shaded band indicates the mass-dependent systematic uncer-
tainty on the sum of the backgrounds.

number of events observed compared to the expected background. Figure 2 and Table 2 reflect this
information for the dimuon channel. Good agreement between the data and the background expectation
is found.

5 Systematic uncertainties

The treatment of systematic uncertainties in this analysis is simplified by the fact that the backgrounds
are normalized to the data in the region of the Z peak. This procedure makes the analysis insensitive
to the uncertainty on the measurement of the integrated luminosity as well as other mass-independent
systematic uncertainties. Instead, a mass-independent systematic error of 5%, due to the uncertainty on
the Z/γ∗ cross section in the normalization region, is assigned to the signal expectation. In addition,
all systematic uncertainties estimated to have an impact ≤ 3% on the expected number of events are
neglected in the statistical analysis having a negligible impact on the limit setting.

Mass-dependent systematic uncertainties include theoretical effects due to the PDF, QCD and elec-
troweak corrections, as well as experimental effects, namely lepton efficiency and resolution. These
uncertainties are correlated across all bins in the search region. The mass-dependent theoretical uncer-
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• Muon momenta are measured 
through the bending in the magnetic 
fields 

• The bending is reduced at large 
muon momenta 

• For high-pT muons, the precision 
deteriorates 

• Unlike the case of measurements with 
W/Z/top/H, muon final states are not 
the golden channel for this physics  

• Despite the resolution, high-pT 
muons are an excellent discovery tool



• Electron momenta are 
measured in the tracker and in 
the calorimeter 

• The resolution of the 
calorimeter improves with 
energy, giving a better S vs B 
discrimination above 1 TeV 

• Electrons (and photons) are 
excellent tools to search for 
davy resonances and measure 
their masses

High-Pt Electrons
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Limits on spin-1 Z′

Figure 3 shows the 95% C.L. observed and expected exclusion limits on σB for the dielectron and
dimuon channels, using the Z′SSM width for the signal templates. It also shows the theoretical cross
section times branching ratio for the Z′SSM and for the two E6-motivated Z′ models with the highest and
lowest σB. Figure 4 shows the 95% C.L. exclusion limit on σB for the combination of the electron
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Figure 3: Median expected (dashed line) and observed (solid red line) 95% C.L. limits on σB and
expected σB for Z′SSM production and the two E6-motivated Z′ models with lowest and highest σB for
the dielectron (left) and dimuon channel (right). The limits are conservative for the E6-motivated Z′

models due to their narrower intrinsic width. The inner and outer bands show the range in which the
limit is expected to lie in 68% and 95% of pseudo-experiments, respectively. The thickness of the Z′SSM
theory curve represents all theoretical uncertainties and holds for the other theory curves.

and muon channels, assuming an equal branching ratio. The combination is performed by defining the
likelihood function in terms of σB(Z′ → ℓ+ℓ−) in both channels.

The rise of the σB limits at high invariant mass is due mainly to the fast fall of the parton luminosity
at high momentum transfer which enhances the low-mass tail, causing a distortion in the resonance peak
shape. The effect is reduced for narrower resonances like the Randall-Sundrum graviton G∗ . The 95%
C.L. limits on σB are used to set mass limits for each of the considered models. Mass limits obtained
for the Z′SSM are displayed in Table 4. The combined mass limit for the Z′SSM is 2.86 TeV (observed) and
2.85 TeV (expected). The combined mass limits on the E6-motivated models are given in Table 5.

Table 4: e+e−, µ+µ− and combined 95% C.L. mass limits on Z′SSM.

Z′SSM → e+e− Z′SSM → µ+µ− Z′SSM → ℓ+ℓ−

Observed mass limit [TeV] 2.79 2.48 2.86
Expected mass limit [TeV] 2.76 2.52 2.85

Limits on spin-2 Randall-Sundrum gravitons

Figure 5 shows the 95% C.L. observed and expected exclusion limits on σB(G∗ → e+e−) and σB(G∗ →
µ+µ−), obtained with a k/MPl = 0.1 signal template, together with the theoretical cross section times
branching ratio for couplings (k/MPl) in the range 0.01-0.1. The curves for the different k/MPl cases are

10
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Figure 3.1: Bounds on the production cross-section for some of the searches listed in Table 3.1 (except
for the ones in grey) for the models AgV =1 (upper plots), BgV =3 (middle plots) and BgV =6 (lower plots)
for the ATLAS (left) and CMS (right) collaborations.

bounds on �⇥BR by the corresponding BRs and superimpose the theoretical predictions for

the production of the positively charged and neutral states. Let us discuss the results separately

for the two cases.
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• Despite what it might look like, no contradiction here 
• Same limit at ~ 1800 GeV 
• CMS expected a better limit, but sees a ~2s excess 
• ATLAS did not expect to exclude below the observed limit 

http://arxiv.org/abs/arXiv:1402.4431


Dijet Search
• The fastest search at a hadron collider 

• Parameterize the QCD dijet mass spectrum 
• Look for a bump on the falling spectrum 
• Main challenge from trigger 
• High-pT jets in the final state
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3

noise [52]. Poorly measured jets correspond to energy
depositions in regions where the energy measurement is
known to be inaccurate. Events are also rejected if one of
the jets relevant to this analysis falls into regions of the
calorimeter that were non-operational during data tak-
ing. An ine�ciency of roughly 10% due to this veto is
emulated in MC signal samples following the same con-
ditions as data. Central values and statistical errors of
the dijet mass spectra of both the data and MC signal
samples are scaled, in order to correct for this ine�ciency.

Additional kinematic selection criteria are used to en-
rich the dijet sample with events in the hard-scatter re-
gion of phase space. The rapidity y of the two leading
jets must be within |y| < 2.8. The leading and subleading
jets are required to have a pT > 50 GeV, ensuring a jet
reconstruction e�ciency of 100% [53] both for QCD back-
ground and for all benchmark models under considera-
tion. Events must satisfy |y⇤| = 1

2 |ylead � ysublead| < 0.6
and m

jj

> 250 GeV. The invariant mass cut of m
jj

>

250 GeV is chosen such that the dijet mass spectrum is
unbiased by the kinematic selection on pT.

IV. COMPARISON OF THE DIJET MASS
SPECTRUM TO A SMOOTH BACKGROUND

The observed dijet mass distribution in data, after all
selection requirements, is shown in Fig. 2. The bin width
varies with mass and is chosen to approximately equal
the dijet mass resolution derived from simulation of QCD
processes. The predictions for an excited quark q

⇤ with
three di↵erent mass hypotheses are also shown.

The search for resonances in m

jj

uses a data-driven
background estimate derived by fitting a smooth func-
tional form to the spectrum. An important feature of
this functional form is that it allows for smooth back-
ground variations, but does not accommodate localized
excesses that could indicate the presence of NP signals.
In previous studies, ATLAS and other experiments [54]
have found that the following function provides a satis-
factory fit to the QCD prediction of dijet production:

f(x) = p1(1� x)p2
x

p3+p4 ln x

, (1)

where the p
i

are fit parameters, and x ⌘ m

jj

/

p
s. The

uncertainty associated with the stability of the fit is car-
ried forward as a nuisance parameter in the statistical
analysis.

The fit function is tested on the dijet mass spectrum
obtained from the simulated Pythia 8.160 QCD multi-
jet events mentioned in Sec. III, corrected for next-to-
leading-order e↵ects using the NLOJet++ v4.1.3 pro-
gram [55,56] as described in Ref. [11]. The number of
data events is matched or surpassed by the number of
simulated events starting from dijet masses of roughly 2
TeV. There is good agreement between the fitted func-
tion and the simulated spectrum. The �2-value of the fit
to data shown in Fig. 2 is 79 for 56 degrees of freedom.
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Figure 2. The reconstructed dijet mass distribution (filled
points) fitted with a smooth functional form (solid line). Pre-
dictions for three q⇤ masses are shown above the background.
The central panel shows the relative di↵erence between the
data and the background fit with overlaid predictions for the
same q⇤ masses. The bin-by-bin significance of the data–
background di↵erence is shown in the bottom panel.

The center panel of Fig. 2 shows the relative di↵erence
between the data and the background fit, and overlays
the shapes that would be expected in the presence of
three sample q⇤ signals. The bottom panel of Fig. 2 shows
the significance of the di↵erence between the data and the
fit in each bin. The significance is calculated taking only
statistical uncertainties into account, and assuming that
the data follow a Poisson distribution with the expected
value given by the fit function.
For each bin a p-value is determined by assessing the

probability of a background fluctuation leading to a num-
ber of events higher than or equal to the observed excess,
or lower than or equal to the observed deficit. This p-
value is converted to a significance in terms of an equiv-
alent number of standard deviations (the z-value) [57].
Where there is an excess (deficit) in data in a given bin,
the significance is plotted as positive (negative) 2. To
test the degree of consistency between the data and the
fitted background, the p-value of the fit is determined
by calculating the �2-value from the data and comparing
this result to the �

2 distribution obtained from pseudo-

2 In mass bins with small expected number of events, where the
observed number of events is similar to the expectation, the Pois-
son probability of a fluctuation at least as high (low) as the ob-
served excess (deficit) can be greater than 50%, as a result of the
asymmetry of the Poisson distribution. Since these bins have too
few events for the significance to be meaningful, these bins are
drawn with zero content.



Dijet Search
• The fastest search at a hadron collider 

• No excess observe 

• Result interpreted as 95% exclusion on 
narrow resonances 

• Result depends on the final state (qq/qg/gg) 

• Also interpretation for broad resonance 
(available or coming soon)
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sance parameter for each uncertainty. They are listed
below.

(1) Choice of fitting function: a ten-fold cross valida-
tion [72] using the full data set shows that the background
is also well described when introducing an additional de-
gree of freedom to Eq. (1),

f(x) = p1(1� x)p2
x

p3+p4 ln x+p5(ln x)2
. (2)

Since the two fit functions provide background estimates
that di↵er beyond statistical uncertainties, an additional
uncertainty is introduced due to the choice of fitting func-
tion. The di↵erence between the two background esti-
mates is treated as a one-sided nuisance parameter, with
a Gaussian prior centered at zero corresponding to the
background estimate from Eq. (1) and truncated to one-
� corresponding to the background estimate from Eq. (2).
This prior indicates a slight but not overwhelming pref-
erence for the nominal function.

(2) Background fit quality: the uncertainty on the
background parameterization from the fit is estimated
by refitting bin-by-bin Poisson fluctuations of the data,
as described in Ref. [11]. The resulting uncertainty is cal-
culated by refitting a large number of pseudoexperiments
and defining the fit error from the variation in fit results
in each bin: ±1� in the uncertainty corresponds to the
central 68% of pseudoexperiment fit values in the bin.

(3) Jet energy scale: shifts to the jet energy due to
the various jet energy scale (JES) uncertainty compo-
nents are propagated separately through the analysis of
the signal templates. Changes in both shape and accep-
tance due to the JES uncertainty in the simulated signal
templates are considered in the limit setting. Combined,
the JES uncertainty shifts the resonance mass peaks by
less than 3%: this is the JES shift used for Gaussian and
Breit–Wigner limits.

(4) Luminosity: a 2.8% uncertainty [15] is applied to
the overall normalization of the signal templates.

(5) Theoretical uncertainties: the uncertainty on the
signal acceptance for the model-dependent limits due to
the choice of PDF is derived employing the PDF4LHC
recommendation [73] using the envelope of the error sets
of the NNPDF 2.1 [74] and MSTW2008LO. Renormal-
ization and factorization scale uncertainties on the signal
acceptance are considered for the W

0 and s8 signals but
found negligible. Since the W

0 cross section estimation
used in this analysis includes NNLO corrections, the un-
certainties on cross section due to variations of the renor-
malization and factorization scales, the choice of PDF,
and PDF+↵s variations on the theoretical cross section
are considered as well.

(6) Beam energy uncertainty: a change in the beam
energy within its uncertainty of 0.65% [75] would a↵ect
both the spectrum shape and acceptance in the signal
models considered. When approaching the kinematic
limit, this uncertainty can a↵ect the bin-by-bin accep-
tance and therefore change the signal shape by up to 5%.

This uncertainty is applied only in the case of the model-
dependent limits. The uncertainty on the nominal signal
cross section is displayed as a band around the theory
prediction in Figs. 3–7.
The e↵ect of the jet energy resolution uncertainty is

found to be negligible. Similarly, e↵ects due to jet re-
construction e�ciency and jet angular resolution lead to
negligible uncertainties.
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Figure 3. Observed (filled circles) and expected 95% CL upper
limits (dotted line) on �⇥A for excited quarks as a function
of particle mass. The green and yellow bands represent the
68% and 95% contours of the expected limit. The dashed
curve is the theoretical prediction of � ⇥A. The uncertainty
on the nominal signal cross section due to the beam energy
uncertainty is also displayed as a band around the theory
prediction. The observed (expected) mass limit occurs at the
crossing of the dashed � ⇥ A curve with the observed (ex-
pected) 95% CL upper limit curve.

B. Constraints on NP benchmark models

The resulting limits for excited quarks are shown in
Fig. 3. The expected lower mass limit at 95% CL for q⇤

is 3.99 TeV, and the observed limit is 4.09 TeV. The limits
for color-octet scalars are shown in Fig. 4. The expected
mass limit at 95% CL is 2.83 TeV, and the observed limit
is 2.72 TeV.
The limits for heavy charged gauge bosons, W

0, are
shown in Fig. 5. The expected mass limit at 95% CL is
2.51 TeV, and the observed limit is 2.45 TeV.
The limits for the excited W

⇤ boson are shown in
Fig. 6. The plot shows the observed and expected lim-
its calculated for a leptophobic W

⇤ but includes the-
ory curves for both leptophobic and non-leptophobic W ⇤

given that the acceptances for the two samples the same
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Blind Spots
• Hadronic searches are limited by trigger & disk space 

• we cannot keep all the events with jets (as almost any event has jets) 
• Loose triggers are used at low-peak luminosity  
• When luminosity increases, the triggers become tighter 
• Combinatoric makes the peak reconstruction more complicated

3pb-1 7TeV
7

conducted on random samples of events generated from our smooth background parameter-
ization. The use of wide jets instead of AK7 jets improves the expected upper limits on the
resonance cross section by roughly 20% for gg, 10% for qg, and 5% for qq resonances.
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Figure 5: The 95% CL upper limits on s ⇥ B ⇥ A for dijet resonances of type gluon-gluon (open
circles), quark-gluon (solid circles), and quark-quark (open boxes), compared to theoretical pre-
dictions for string resonances [3], E6 diquarks [5], excited quarks [6], axigluons [8], colorons [9],
new gauge bosons W0 and Z0 [10], and Randall-Sundrum gravitons [11].

Table 2: For each model we list the observed and expected upper values of the excluded mass
range at 95% CL. The lower value of the excluded mass range from this search is 1 TeV.

Model Excluded Mass (TeV)
Observed Expected

String Resonances 4.00 3.90
E6 Diquarks 3.52 3.28

Excited Quarks 2.49 2.68
Axigluons/Colorons 2.47 2.66

W’ Bosons 1.51 1.40

In Fig. 5 we compare the observed upper limits to the model predictions as a function of reso-
nance mass. The predictions are from lowest-order calculations [24] of the product s ⇥ B ⇥ A
using CTEQ6L1 parton distributions [19]. New particles are excluded at the 95% CL in mass re-
gions for which the theory curve lies above our upper limit for the appropriate pair of partons.
We also determine the expected lower limit on the mass of each new particle by comparing the
expected cross section limits to the model predictions. An example of the expected limits is
shown in Fig. 6 where for qg resonances we compare the expected limits and their uncertainty
bands to both observed limits and model predictions. Our search starts at a resonance mass
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Figure 5: The observed 95% CL upper limits from the high-mass analysis on s ⇥ B ⇥ A for dijet
resonances of the type gluon-gluon (open circles), quark-gluon (solid circles), and quark-quark
(open boxes), compared to theoretical predictions for string resonances [1, 2], E6 diquarks [3],
excited quarks [4, 5], axigluons [6, 7], colorons [8], s8 resonances [9], new gauge bosons W0 and
Z0 [10], and Randall-Sundrum gravitons [11].

previous exclusion of 0.5 < M(S) < 4.0 TeV [12, 13]. For excited quarks the expected lower
mass limit is 3.43 TeV and we exclude masses less than 3.19 TeV due to an upward fluctuation
in data; this extends our previous exclusion of 0.5 < M(Q*) < 2.49 TeV [12, 13] and extends
the ATLAS exclusion limits at 2.99 TeV [16].

For E6 diquarks the expected exclusion is 1.0 < M(E6) < 4.12 TeV and we exclude masses in
the range 1.0 < M(E6) < 4.28 TeV; this extends our previous exclusions at 3.52 TeV [13]. For
axigluons or colorons the expected lower mass limit is 3.55 TeV and we exclude masses less
than 3.28 TeV due to an upward fluctuation in data; this extends our previous exclusions of
0.50 < M(A, C) < 2.47 TeV [12, 13] and confirm the ATLAS limit 3.32 TeV [16]. We note that
the new exclusion limits takes in account the NLO scale factors [7].

For the s8 color octet model the observed exclusion is 1.0 < M(s8) < 2.66 TeV in agreement
with the expectation; this extends the previous ATLAS exclusion between 0.9 < M(s8) <
1.92 TeV [16].

For W0 bosons the expected lower mass limit is 1.92 TeV and we exclude the mass ranges 1.0 <
M(W0) < 1.74 TeV and 1.97 < M(W0) < 2.12 TeV; this extends the CDF exclusion of 0.28 <
M(W0) < 0.84 TeV from the dijet mass spectrum [32] and the previous CMS exclusion limit
1.00 < M(W’) < 1.51 TeV [12, 13]. Finally we exclude the presence of the Z0 bosons between
1.00 < M(Z0) < 1.60 TeV and the Randall-Sundrum gravitons between 1.00 < M(Z0) <
1.36 TeV in agreement with the expected values.
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Figure 4: 95% CL upper limits on s ⇥ BR ⇥ A for dijet resonances of type gluon-gluon (open
circles), quark-gluon (solid circles), and quark-quark (open boxes), compared to theoretical pre-
dictions for string resonances [2], excited quarks [4], axigluons [5], colorons [6], E6 diquarks [7],
new gauge bosons W 0 and Z0 [9], and Randall-Sundrum gravitons [8].
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FIG. 1. Leading experimental limits in the coupling gB versus mass MZ′

B
plane for Z ′

B resonances. Values of gB

above each line are excluded at the 95% C.L.

would also push sensitivity to lower couplings in

the several hundred GeV mass range.

The plot is not extended above gB = 2.5,

because the U(1)B coupling constant is already

large, αB = g2B/(4π) ≈ 0.5, so that it is diffi-

cult to avoid a Landau pole. For that large cou-

pling, the current mass reach is around 2.8 TeV.

The 14 TeV LHC will extend significantly the

mass reach, and can probe smaller couplings once

enough data is analyzed. Note that couplings of

gB ≈ 0.1 can be viewed as typical (the analogous

coupling of the photon is approximately 0.3), and

even gB as small as 0.01 would not be very sur-

prising.

We also present the coupling–mass mapping

for colorons in Figure 2. For clarity, we only

show the envelope of the strongest tan θ upper

limits from all available analyses at each coloron

mass. This mapping is performed again using

leading order production. The NLO corrections

to coloron production have been computed re-

cently [47], and can vary between roughly −30%

and +20%. We do not take the NLO corrections

into account as we do not have an event gen-

erator that includes them; furthermore, there is

some model dependence in the NLO corrections

at small tan θ (for example, they are sensitive to

the color-octet scalar present in ReCoM [34]).

Blind Spots
• Hadronic searches are limited by trigger & disk space 

• we cannot keep all the events with jets (as almost any event has jets) 
• Loose triggers are used at low-peak luminosity  
• When luminosity increases, the triggers become tighter 
• Combinatoric makes the peak reconstruction more complicated

http://arxiv.org/pdf/1306.2629.pdf
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Blind Spots
• Hadronic searches are limited by trigger & disk space 

• we cannot keep all the events with jets (as almost any event has jets) 
• Loose triggers are used at low-peak luminosity  
• When luminosity increases, the triggers become tighter 
• Combinatoric makes the peak reconstruction more complicated

E 
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minMass 
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σ
minMass

7 0.003 400 ~ 200 

7 1 900 ~ 1 

7 5 1000 ~ 1 

8 3 1000 ~ 0.6 

Unexplored territory left behind with increasing luminosity 
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Standard Data Taking

L1

HT

SingleJet/Dijet

MuOpen

HLT
"

- Make jets	


- Compute dijet mass

mjj>750 
GeV Keep full 

event	


for analysis	



(~ 100 
MB/event)mjj<750 GeV

Drop event

• The moment we drop the event, we know everything about it (jet momenta, 
MET, maybe lepton momenta) with a coarser precision than offline (faster 
reconstruction →less precise reconstruction) 

• When we access the event for analysis, sometimes we need a small part of 
this information (e.g., dijet search only needs dijet 4momenta)
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Data Scouting
• We don’t save events because we cannot write them on disk 

• We write on disk more event information that we (sometimes) need 

• Keep ALL the events, with a small customised data format (only jet 
4momenta). O(10 kb/event), can save several 1kHz of data 

L1

HT

SingleJet/Dijet

MuOpen

HLT
"

- Make jets	


- Compute dijet mass

mjj<750 GeV

Write the 4momenta of the 
reconstructed objects (~ 10kB/event)
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GeV Keep full 

event	


for analysis	



(~ 100 
MB/event)



The Dijet Data Scouting

•   Special strategy to look at the data that CMS

 cannot normally record on tape due to trigger

 rate constrains 

–  explore new physics channels that need very

 low trigger thresholds 

–  possibility to extend the standard trigger setup
 for core physics or data parking in case

 something interes0ng shows up in the data

 scou0ng analyses 

•  First implementa0on: new physics searches in

 hadronic final states at “low jet pT  / HT” 

•   Novel trigger and data acquisi0on strategy

 applied to physics analysis  

–   Trigger:  HT>250 GeV , high event rate (~10
3 Hz)  

–   Reduced event content (i.e. store calo jets

 reconstructed during High Level Trigger online

 processing, no raw data from CMS detector,    

 no offline reconstruc0on of data possible)  

–   Bandwidth (rate x event size) under control 
5 

Data Scou0ng 

EXO-11-094 PAS 

Test Feasibility of Data Scouting in 2011:  

Dijet Resonance Search (0.13 fb-1) 

Scouting approach extended  

the dijet search below 1 TeV 

In 2012, we can benefit from almost 

the full integrated luminosity (>15 fb-1) 

9

Figure 7: The observed 95% CL upper limits for the low-mass analysis on s ⇥ B ⇥ A for dijet
resonances of type gluon-gluon (open circles), quark-gluon (solid circles), and quark-quark
(open boxes), compared to theoretical predictions for E6 diquarks [3], s8 resonances [9], new
gauge bosons W0 and Z0 [10], and Randall-Sundrum gravitons [11].

Figure 8: The observed 95% CL upper limits for the high-mass analysis on s ⇥ B ⇥ A for dijet
resonances of type gluon-gluon (open circles), quark-gluon (solid circles), and quark-quark
(open boxes), compared to theoretical predictions for string resonances [1, 2], excited quarks [4,
5], axigluons [6, 7], colorons [8], E6 diquarks [3], s8 resonances [9], new gauge bosons W0 and
Z0 [10], and Randall-Sundrum gravitons [11].

- 16 hour Run at the end of 2011 run (7TeV) 
- Collected ~4 times the statistics we had in 2010   (35 pb-1) with 

equivalent trigger 
- Improved the limit published in 2010 by one order of magnitude 
- 18 fb-1 results@8TeV to be released soon

3pb-1 7TeV

130 pb-1 7TeV
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Conclusions
• The search for heavy resonances has been a productive front during 

Run I 

• Ingredients are in place for Run II  

• high-pT object reconstruction 

• Jet substructure 

• Despite the large pT regime, pileup was an issue (e.g. for 
substructure) and this will be worse. We are getting ready for that 

• Interesting to look at with first few fb-1 (a few 2σ excesses around 
mX~1800 GeV) 

• Keeping open eyes on low-mass regime too (e.g. improving data 
scouting)
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Top Tagger: TypeI top

Start from CA jet with R=0.8 
and pT>400 GeV



Decluster in two stages to 
identify up to 4 jets



Remove jets failing 
requirements and iterate

Top tagging in CMS

I Based on JHU Top Tagger (Kaplan et al.)
I Cluster a jet using CA R=0.8
I Decluster in two stages in order to find up to 4 subjets

CMS Top Tagger
• Based on JHU Top Tagger (Kaplan et al.)

• Cluster a jet using a sequential recombination algorithm ( default: CA R=0.8)

• Decluster in two stages in order to find up to 4 subjets

• Subjets must satisfy two requirements

- Momentum fraction criterion:  pT
subjet > 0.05×pT

jet 

- Adjacency criterion:  ΔR(C1, C2) > 0.4 - 0.0004×pT(C) 

• Remove subjets which fail momentum fraction cut and try to decluster again

• Tagging variables

- Jet mass (mjet)

- Number of subjets (Nsub)

- Minimum pairwise mass (mmin) of leading 3 subjets

A

B

A`
À`

B`
B̀`Jet

Wednesday, August 14, 13

I Subjets must satisfy two requirements
I

Momentum fraction criterion: pT subjet > 0.05⇥ pT jet

I
Adjacency criterion: �R(C1,C2) > 0.4� 0.0004⇥ pT (C)

I Remove subjets which fail momentum fraction cut and try to
decluster again

I Tagging variables
I

Jet mass (mjet)

I
Number of subjets (Nsub)

I
Minimum pairwise mass (mmin) of leading 3 subjets

mmin = min(m12,m13,m23)

4

subjet pT > 5% jet pT


Adjacency: ΔR(C1,C2) > 0.4 - 0.0004 pT(C){

Reconstruct fully hadronic top quarks merging 
into one jet



Apply requirements on jet mass (compatible to mtop) 
and minimum subjet pair mass (compatible to W)

CMS-PAS-B2G-12-005
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Data / MC = 0.94±0.03 (Gray area shows the normalization 
uncertainty)

Use semileptonic tt events: 1lep+1b  (tag) and 1 CA jet (probe)



Compare the tagging performances data vs MC

Fully merged top hadronic decay

Top candidates after a semileptonic tt̄ selection and CMSTopTagger
requirements.
Used to derive CMSTopTagger Data/MC correction.
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Minimum pairwise mass, W candidate

I Grayed area is MC normalization
uncertainty

Top jet mass distribution

I Top tagged

I mmin > 50GeV

8

Mmin (W candidate in top jet) top mass (for Mmin>50 GeV)

Top Tagger: TypeI top
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Using V tagger for the W (as described before)



Reconstruct the top adding W 4momentum to a 
close jet (no btag applied)



Validate the technique with semileptonic ttbar

Reconstruct fully hadronic top quarks as one b 
jet and one merged-W jet



CMS-PAS-B2G-12-005

Partially merged top hadronic decay

Top candidates after a semileptonic tt̄ selection.
Used to derive subjet energy scale uncertainty.
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Mass of W candidate:
I highest-mass jet in the hemisphere

opposite the identified muon.

I pruned jet mass

Top candidate mass
I combined invariant mass of W candidate

and closest jet to W candidate

I No b-tagging on closest jet to W
candidate

7

W mass top mass

Top Tagger: TypeII top
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What We  top-TagEvent display

9
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Fully Hadronic Z’→tt

Select events by jet-rapidity difference



Study the ditop mass spectrum, looking 
for a bump on a falling spectrum
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tt Resonances: All-hadronic

17

[CMS PAS B2G-12-005]

All-hadronic analysis
‣ 2-jet selection, CA jets with R=0.8

• PTjet > 400 GeV
• |ΔΦ| > π/2
• |Δy| < 1

‣ sensitivity of 1+1 events one order 
of magnitude better than 1+2 
events

‣ require top tag on both jets
‣ reconstruction of tt-system in fully 

merged final-states
‣ main background: QCD

• determined from data
• cross check misidentification rate 

with 1+2-type events

3

Figure 1: Top quark pair event topologies considered in the analysis.

tracking events for high-pT events.87

• A problem with the published datasets was found that led to duplicate events ( 1%88

effect). These duplicate events have been removed.89

3 Analysis Strategy90

We follow a similar analysis strategy to that described in Ref. [10], with several changes im-91

plemented due to the new running conditions. We now use an HT trigger requiring a large92

amount of energy deposited in the calorimetry, instead of a single jet trigger. The change in93

trigger selection also motivates an increase in the jet pT threshold, from 350 to 400 GeV. This94

increased pT requirement increases the efficiency of the trigger selection. In addition to the95

trigger and jet pT requirements, we implement an additional selection criteria: the two top can-96

didates are required to have a rapidity difference Dy < 1.0. This selection has been optimized97

to enhance the analysis sensitivity for large values of mtt. Finally, we noticed a problem with98

tracking reconstruction in certain event topologies, and have developed and implemented a set99

of cuts to remove these anomalous events.100

We still utilize the same two event topologies considered in the previous analysis. ‘Type 1’ top101

candidates consist of a single jet where all the decay products (the quarks from the W boson102

decay and the b quark) merge into a single jet. We use jets having a larger distance parameter,103

R = 0.8 instead of 0.5, to ensure that all decay products are captured in the same jet. Addi-104

tionally, the jets are clustered with the Cambridge-Aachen algorithm to improve substructure105

identification. ‘Type 2’ top candidates are partially merged, consisting of a single jet encom-106

passing the decays of the W boson, and an additional jet corresponding to the b quark. The107

signal region for this region includes only the ‘type 1+1’ topology. We use the ‘type 1+2’ topol-108

ogy as a control region to test our data-based background estimation procedure. The sensitivity109

of the type 1+2 channel is approximately an order of magnitude less than that of the 1+1 chan-110

nel, so removing it from the signal region will not affect the overall sensitivity of the analysis.111

The ‘type 2+2’ events, along with top candidates where all decay products correspond to sepa-112

rate jets, are not selected in this analysis, due to the desire to be in the boosted regime described113

above. Figure 1 shows the two event topologies utilized in this analysis.114

The final state of this signature consists of several high-pT jets, therefore the largest background115

will be QCD multijet production. This background is estimated using a data-derived method116

described in a following section. In addition to the QCD multijet background, we consider SM117
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plemented due to the new running conditions. We now use an HT trigger requiring a large92

amount of energy deposited in the calorimetry, instead of a single jet trigger. The change in93
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‣ dominant uncertainties: 
JES, tt normalization+shape

‣ comparable limits to the 
lepton+jets analysis for 
M > 1.5 TeV

‣ exclusion limits on narrow and 
wide Z’ and KK gluons of up 
to 2.3 TeV
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Process Events
SM tt 507 ± 269
Non-Top Multijet 6602 ± 723
Total Background 7109 ± 771
Observed Data 6887
tt Efficiency (3.4 ± 1.7) · 10�4

Table 6: Expected numbers of background events and observed data events with mtt > 1
TeV/c2. Errors include the statistical contribution only.

general non-resonant enhancement of the mtt spectrum. As this enhancement is predicted to
arise for large values of mtt, we choose to conduct this analysis by using events with mtt > 1
TeV/c2.

This analysis is a basic counting experiment, utilizing the total number of events with mtt > 1
TeV/c2. The counting experiment assumes that the efficiency of any new physics is the same
as the efficiency for that of SM tt production. We assume the effect of the rapidity separation
cut to be the same for the new physics model as for the SM tt events. We estimate the efficiency
of SM tt events with mtt > 1 TeV/c2 to be (3.44 ± 1.72)⇥ 10�4. The reconstructed mass of the
tt system is corrected to generator-level with bin-by-bin Monte Carlo corrections, as 75± 4% of
events with reconstructed mtt > 1 TeV/c2 also have generated mtt > 1 TeV/c2.

We proceed to count the number of events with mtt > 1 TeV/c2. Table 6 shows the observed
number of data events, along with the background expectation in this analysis.

With these results, limits on the strength of any possible enhancement in the mtt spectrum are
obtained. This is done using a flat prior for the signal cross section, and log-normal priors
for the nuisance parameters: the total background estimate, the luminosity, and the signal
efficiency. The systematic uncertainties described above are also used for this result. The limit
is expressed as a ratio to the SM tt cross section for mtt > 1 TeV/c2:

S =

R
Mtt>1TeV/c2

dsSM+NP
dMtt

dMtt
R

Mtt>1TeV/c2
dsSM
dMtt

dMtt
.

The results that we obtain with the current analysis are

S < 1.79

at the 95% CL, with an expected value of S < 2.29 and credible intervals of 1.61–3.28 at 68%
CL and 1.27–4.98 at 95% CL.

10 Summary

A search for new physics using boosted top quark pairs was performed. This analysis relies
on several jet substructure tools, including jet pruning and top-tagging algorithms, to identify
the specific event signatures. Using the mtt distribution, limits on RS KK gluon, wide Z0, and
narrow Z0 production for masses between 1 and 3 TeV/c2 are obtained. After analyzing 19.6
fb�1of integrated luminosity corresponding to CMS proton-proton collision data collected atp

s = 8 TeV, we exclude RS KK gluons with masses below 1.8 TeV/c2, and exclude cross sec-
tions of 33 (81) fb, at the 95% CL, for a Z0 model with a mass of 2.5 TeV/c2 and resonance width
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With these results, limits on the strength of any possible enhancement in the mtt spectrum are
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at the 95% CL, with an expected value of S < 2.29 and credible intervals of 1.61–3.28 at 68%
CL and 1.27–4.98 at 95% CL.

10 Summary

A search for new physics using boosted top quark pairs was performed. This analysis relies
on several jet substructure tools, including jet pruning and top-tagging algorithms, to identify
the specific event signatures. Using the mtt distribution, limits on RS KK gluon, wide Z0, and
narrow Z0 production for masses between 1 and 3 TeV/c2 are obtained. After analyzing 19.6
fb�1of integrated luminosity corresponding to CMS proton-proton collision data collected atp

s = 8 TeV, we exclude RS KK gluons with masses below 1.8 TeV/c2, and exclude cross sec-
tions of 33 (81) fb, at the 95% CL, for a Z0 model with a mass of 2.5 TeV/c2 and resonance width

with

derive constraints on a general 
enhancement in the invariant mtt 
spectrum: S < 1.79 at 95% C.L.
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‣ mtt distribution after likelihood maximization

‣ overwhelming background from QCD dijet production (could be 
reduced using advanced b-tagging techniques on subjets)

‣ broad resonances from KK gluon excitations
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What we mean by jet
• The concept of a jet is intuitive

• We then imagine a jet as a cone around the parton 

• But QCD is not geometry 

• How many jets do you see?

• A quark or gluon is produced 

• It showers other quarks and 
gluons 

• The quarks hadronize to 
hadrons 

• Because of momentum 
conservation, the hadrons are 
close to the original parton

47



What we mean by jet
• The concept of a jet is intuitive
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• A quark or gluon is produced 
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More than a cone

IC-SM algorithm tries to find all stable cones using all 
particles as seeds

Many cones have overlapping regions: split-merge (SM) 
procedure to assign particles to a single jet

New stable cones are found after the addition of a number of 
extra-soft particles     IR unsafety 

At the moment there is no IRC safe seeded cone algorithm

)

W

jet

soft divergence

W

jet jet

W

jet jet

(a) (b) (c)

Monday, October 31, 2011

• For some time, cone algorithms were used to reconstruct jets 

• This created problems to compute QCD processes (e.g., differential 
cross section vs jet pT). The number of reconstructed jets was fragile vs. 
soft divergences 

• Several solutions proposed in literature 

• kT algorithm 
• Cambridge-Aachen algorithm 
• Siscone 
• Anti-kT
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• For some time, cone algorithms were used to reconstruct jets 

• This created problems to compute QCD processes (e.g., differential 
cross section vs jet pT). The number of reconstructed jets was fragile vs. 
soft divergences 

• Several solutions proposed in literature 

• kT algorithm!
• Cambridge-Aachen algorithm 
• Siscone 
• Anti-kT

More than a cone

Infrared safe!
(but weird shape)

Infrared safe!
and cone shape: 

the perfect solution
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• Historically, jets are made putting together energy deposits in the calorimeter 

• Deposits in ECAL and HCAL are put together into clusters 
• clusters are made into jets using a jet algorithm 

• Good technique, as long as 

• the calorimeter has the dept to contain the shower 
• the energy resolution is good for both ECAL and HCAL (as in ATLAS)

Jets of What?
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Fig. 8: Fractional jet pT resolution for the dijet balance and bi-
sector methods as a function of p̄T. The lower panel shows the
relative difference between data and Monte Carlo results. The
dotted lines indicate a relative difference of±10%. Both meth-
ods are found to be in agreement within 10% between data and
Monte Carlo simulation. The errors shown are only statistical.

9 Closure test using Monte Carlo simulation

The Monte Carlo simulation expected resolution is de-
rived considering matched particle and calorimeter jets in the
event, with no back-to-back geometry requirements. Match-
ing is done in η – φ space, and jets are associated if
∆R =

√

(∆η)2+(∆φ)2 < 0.3. The jet response is defined as
pcaloT /ppartT , in bins of ppartT , where pcaloT and ppartT correspond
to the transverse momentum of the reconstructed jet and its
matched particle jet, respectively. The jet response distribution
is modelled with a Gaussian fit, and its standard deviation is
defined as the truth jet pT resolution.

The Monte Carlo simulation truth jet pT resolution is com-
pared to the results obtained from the dijet balance and the
bisector in situ methods (applied to Monte Carlo simulation)
in Fig. 10. The agreement between the three sets of points is
within 10%. This result confirms the validity of the physical as-
sumptions discussed in Sections 6 and 7 and the inference that
the observables derived for the in situ MC dijet balance and
bisector methods provide reliable estimates of the jet energy
resolution. The systematic uncertainties on these estimates are
of the order of 10% (15%) for jets with R= 0.6 (R= 0.4), and
are discussed in Section 10.

10 Jet energy resolution uncertainties

10.1 Experimental uncertainties

The squares (circles) in Fig. 11 show the experimental
relative systematic uncertainty in the dijet balance (bisector)
method as a function of p̄T. The different contributions are dis-
cussed below. The shaded area corresponds to the larger of the
two systematic uncertainties for each p̄T bin.

For the dijet balance method, systematic uncertainties take
into account the variation in resolution when applying different
∆φ cuts (varied from 2.6 to 3.0), resulting in a 2–3% effect for
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Fig. 9: Fractional jet pT resolution as a function of p̄T for anti-
kt with R = 0.6 jets in the Extended Tile Barrel (top), Transi-
tion (center) and End-Cap (bottom) regions using the bisector
method. In the lower panel of each figure, the relative differ-
ence between the data and the MC simulation results is shown.
The dotted lines indicate a relative difference of ±10%. The
errors shown are only statistical.

pT = 30–60 GeV, and when varying the soft radiation correc-
tion modelling, which contributes up to 6% at pT ≈ 30 GeV.
For the bisector method, the relative systematic uncertainty is
about 4–5%, and is derived from the precision with which the
assumption that σpartψ = σpartη when varying the pEM−scale

T,3 cut
can be verified.

The contribution from the JES uncertainties [39] is 1–2%,
determined by re-calculating the jet resolutions after varying
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• We know where charged particles 
come from 

• we can reconstruct vertices 
from tracks 

• for each track, we know the 
vertex it comes from  

• For an event, we know (usually) 
which is the “interesting” vertex 
(highest associated energy) 
which triggered the event 

• It is then easier to remove the 
charged hadrons from the wrong 
vertices, before clustering the jets

Charge Hadron Subtraction
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• ATLAS does not use PFJets.  

• Tracks vertexing is used to perform CHS a posteriori  

• Identify the tracks inside a jet “cone” 

• Compute the fraction of track momentum coming from the primary vertex 

• If this number is small, the jet is most likely due to pileup and it is 
rejected

Charge Hadron Subtraction

Institut für Experimentelle Kernphysik (EKP)Joram Berger · CMS Collaboration · ICHEP 20126 July 20125

Pile-Up Corrections

jet

pile-up 

vertex

main 

vertex

electronic 

noise

NPV

2 combined methods to measure 

and correct for pile-up and noise

Average Offset Correction (NPV)

Jet Area Correction (Aj, ρ)

Aj: jet area

ρ: energy density from pile-up in the event 

[arXiv:0707.1378v2] Salam. et al. 
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• When an exact subtraction of PU 
contamination is not possible, one can 
correct this in average 

• measure the average energy deposit 
per unit of area ρ 

• measure the jet area A  

• determine the jet pT by subtraction 

"

• The concept of a jet area is subject to 
definition

Jet Area Subtraction

arxiv.org/abs/0802.1188

Figure 3: The passive area of jets in a parton-level event generated by Herwig and clustered with
the kt algorithm with R = 1. The towers represent calorimeter cells containing the particles, the
straight (green) lines are the edges of the Voronoi cells and the shaded regions are the areas of the
jets.

Can anything be said about the area of a particle? The ghost will cluster with the event particle
to which it is closest, as long it is within a distance R. There exists a geometrical construction
known as the Voronoi diagram, which subdivides the plane with a set of vertices into cells around
each vertices.4 Each cell has the property that all points in the cell have as their closest vertex the
cell’s vertex. Thus the Voronoi cell is remarkably similar to the region in which a ghost will cluster
with a particle. The only difference arises because of the limitation that the ghost should be within
a distance R of the particle — this causes the area of particle i to be the area of its Voronoi cell Vi

intersected with a circle of radius R, Ci,R, centred on the particle. This leads us to define a Voronoi
area for a particle, aVR(pi),

aVR(pi) ≡ area(Vi ∩ Ci,R) . (24)

Thus given a set of momenta, the passive area of a kt jet can be directly determined from the
Voronoi diagram of the event,5 using eq. (23) and the relation

akt,R(pi) = aVR(pi) . (25)

It is quite straightforward to see that this result holds for the 2-particle case, because the Voronoi
diagram there consists of a single line, equidistant between the two points. It divides the plane
into two half-planes, each of which is the Voronoi cell of one of the particles (this is best seen in
fig. 1c). The intersection of the halfplane with the circle of radius R centred on the particle has
area 1

2πR2u(∆12/R), and this immediately gives us the results eqs. (6), (8) according to whether
the particles cluster into a single jet or not.

4It is this same geometrical construction that was used to obtain a nearest neighbour graph that allowed kt jet
clustering to be carried out in N lnN time [23].

5Strictly speaking it should be the Voronoi diagram on a y − φ cylinder, however this is just a technical detail.

11

Figure 4: Active area for the same event as in figure 3, once again clustered with the kt algorithm
and R = 1. Only the areas of the hard jets have been shaded — the pure ‘ghost’ jets are not shown.

area of a given jet one must therefore average over many sets of ghosts, in addition to taking the
limit of infinite ghost density,8

A(J) = lim
νg→∞

⟨A(J | {gi})⟩g . (28)

Note that as one takes νg → ∞, the ghost transverse momentum density, νg⟨gt⟩, is to be kept
infinitesimal.

The active area should bear a close resemblance to the average susceptibility of the jet to a
high density of soft radiation (e.g. minimum-bias pileup), since the many soft particles will cluster
between each other and into jets much in the same way as will the ghosts.

One may also define the standard deviation Σ(J) of the distribution of a jet’s active area across
many ghost ensembles,

Σ2(J) = lim
νg→∞

〈

A2(J | {gi})
〉

g
− A2(J) . (29)

This provides a measure of the variability of a given jet’s contamination from (say) pileup and is
closely connected with the momentum resolution that can be obtained with a given jet algorithm.

A feature that arises when adding many ghosts to an event is that some of the final jets contain
nothing but ghost particles. They did not appear in the original list of {Ji} and we refer to them
as pure ghost jets. These ‘ghost’ jets (not shown in fig. 4), fill all of the ‘empty’ area, at least in
jet algorithms for which all particles are clustered into jets. They will be similar to the jets formed
from purely soft radiation in events with minimum-bias pileup, and so are interesting to study in
their own right.

8One may wonder if the averaged area (and its dispersion) depends on the specific nature of the fluctuations in
ghost positions and momenta across ensembles of ghosts — for a range of choices of these fluctuations, no significant
difference has been observed (except in the case of pure ghost jets with SISCone, whose split–merge step introduces
a strong dependence on the microscopic event structure).

13

Our correction procedure will be based on the assumption that fluctuations are small (σ ≪
√

Aρ)
and on the idea that one can neglect the loss term L of eq. (1), on the grounds that for the majority
of events it is much smaller than Aρ. We will therefore correct the measured pt of each jet j via
the subtraction:

p(sub)
tj = ptj − Ajρ , (2)

where Aj is that jet’s area.
Eq. (2) provides a correction to the jet’s scalar transverse momentum. There can be situations

in which an observable is sensitive to the jet’s direction, and more generally where one needs to
correct the jet’s full 4-vector (for example for large jet radii, where the contamination from the
background can build up a significant invariant mass). In these cases eq. (2) may be extended to
full 4-vector form, making use of a ‘4-vector’ area Aµj :

p(sub)
µj = pµj − Aµj ρ . (3)

The precise definition of the 4-vector area is provided in [5], but essentially it can be understood as
the integral of a massless 4-vector over the surface of the jet, normalised such that its transverse
component Atj coincides with the scalar area Aj for small jets. It is this 4-vector correction
(supplemented with a ‘sanity check’ which for example removes all jets for which ptj ≤ Atjρ) that
has been used in figs. 4, 5 and 6 below. We note that the ρ used for the 4-vector correction is the
same (scalar) quantity as used in eq. (2).

A point to be borne in mind is that the procedure used here for defining areas can only be
applied to all-order infrared-safe jet algorithms. This is because the jet area is meaningful only if
the hard-particle content of the jet is unaltered by the addition of the soft ghost particles. Certain
jet algorithms are not infrared safe, notably seed-based iterative and midpoint cone algorithms with
a zero seed-threshold, and therefore cannot be used in this context. Areas can in contrast be defined
for collinear unsafe algorithms (e.g. algorithms with a finite seed threshold). However both infrared
and collinear unsafe algorithms are in any case highly deprecated because of the divergences that
appear for them in perturbative calculations, and because of their related instability with respect
to non-perturbative effects.

ii) The second ingredient in carrying out the subtraction is the estimate of ρ for each event. The
principal difficulty in estimating the amount of noise is that of distinguishing the noise component
from the large amounts of pt deposited by the hard event; for example one cannot simply take
the ratio of the total amount of pt in the event divided by the full area over which one measures.
It turns out however that some jet algorithms, like kt [10] and Cambridge/Aachen [11] (but not
SISCone [8]), lead to a large sample of quite regular soft pileup ‘jets’ for each event — these jets
do not represent any particular hard structure in the pileup, but rather reflect these jet algorithms’
tendency to naturally organise a uniform background of soft particles into structures (‘jets’) each
of area ∼ πR2. In the limit in which the noise component is uniform and dense, each pure pileup
jet will have the property that its pt divided by its area is equal to ρ. In practice pileup has local
fluctuations, causing the ptj/Aj values to be distributed around ρ. We propose that one measure ρ
for each event by taking the median value of this distribution in the event:

ρ = median

[{

ptj

Aj

}]

. (4)

difficult for its clustering fate to be altered by the minimum bias momenta. After integration over p2t these very rare
occurrences give the dominant (logarithmic) contribution to ⟨L⟩ because of the weighting with the resulting change
in jet momentum, p2t. Numerical investigations indicate that for both the kt and Cambridge/Aachen algorithms
⟨L⟩ ≃ 0.3αsC

π
Aρ ln pt

Aρ
, where C is CF or CA according to whether the jet is quark-like or gluon-like, implying rather

small average effects.

3
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• Once the area is determined, one needs to 
estimate the energy density 

• For this, one should consider that the list of 
jets clustered in an event is made of 

• a few high-pT jets  

• a long list of soft jets, coming from 
clustering the PU particles 

• Under the assumption of a uniform diffuse 
PU contribution 

• each soft jet has energy ρA 
• ρ can then be estimated as

Jet Area Subtraction
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Figure 2: a) Scatter plot of the value for ρ extracted by using eq. (4) versus the transverse momentum
per unit area added by Herwig’s UE to dijet production and tt̄ production at the LHC (version 6.510,
default tune). b) The same correlation using Pythia dijet events (version 6.412, default tune). In the case
of Herwig the UE contribution added is that of the hadrons produced in the soft-underlying event stage; in
the case of Pythia, hadrons cannot be unambiguously ascribed to the hard or underlying events so instead
we consider the total (scalar sum) pt of the hadrons minus that of the perturbative partons (all partons
that enter strings, and that are connected via quark/gluon lines to the hard scatter). Fitting a straight line
ρfrom median = a + bρdirect from MC to the data sets yields a = 0.13± 0.02 GeV, b = 1.03± 0.02 for the Herwig
dijet events and a = −0.02 ± 0.02 GeV and b = 0.62 ± 0.01 for the Pythia dijet events. The departure from
b = 1 in the case of Pythia is probably due to a sizeable pointlike component (i.e. extra jets) in Pythia’s
underlying event, while ρ as measured by our method reflects only the part of the underlying event that is
diffuse on the scale of the jet radius R.

order of perturbative contamination in the underlying event estimation to α4
s, by considering the

activity in the less energetic of two cones placed in between the hard jets.

3 Example applications

Once one has extracted ρ, one can apply eqs. (2) or (3) so as to correct the momentum of each
individual jet. We shall first show three examples of this in high-luminosity LHC situations: jet
transverse momenta in dijet events, reconstruction of a hypothetical leptophobic Z ′, and top mass
reconstruction. Then we will examine results from a low-pileup example (Tevatron) and a very
high-background level example (heavy-ion collisions).

In fig. 3a we have taken samples of simulated dijet events at various transverse momenta and
clustered them both on their own and together with high-luminosity pileup. To simplify the task
of matching the jets clustered with and without pileup, we reject events (about ∼ 25%) in which,
without pileup, a third jet is present and has a transverse momentum greater than half that of the
second hardest jet. For each selected event, we have identified the two hardest jets, and plotted
the shift in each jet’s pt due to the pileup (being careful to properly match each of the two jets
with pileup to the corresponding one without pileup). The shift is significant (up to ∼ 20GeV on

6

Our correction procedure will be based on the assumption that fluctuations are small (σ ≪
√

Aρ)
and on the idea that one can neglect the loss term L of eq. (1), on the grounds that for the majority
of events it is much smaller than Aρ. We will therefore correct the measured pt of each jet j via
the subtraction:

p(sub)
tj = ptj − Ajρ , (2)

where Aj is that jet’s area.
Eq. (2) provides a correction to the jet’s scalar transverse momentum. There can be situations

in which an observable is sensitive to the jet’s direction, and more generally where one needs to
correct the jet’s full 4-vector (for example for large jet radii, where the contamination from the
background can build up a significant invariant mass). In these cases eq. (2) may be extended to
full 4-vector form, making use of a ‘4-vector’ area Aµj :

p(sub)
µj = pµj − Aµj ρ . (3)

The precise definition of the 4-vector area is provided in [5], but essentially it can be understood as
the integral of a massless 4-vector over the surface of the jet, normalised such that its transverse
component Atj coincides with the scalar area Aj for small jets. It is this 4-vector correction
(supplemented with a ‘sanity check’ which for example removes all jets for which ptj ≤ Atjρ) that
has been used in figs. 4, 5 and 6 below. We note that the ρ used for the 4-vector correction is the
same (scalar) quantity as used in eq. (2).

A point to be borne in mind is that the procedure used here for defining areas can only be
applied to all-order infrared-safe jet algorithms. This is because the jet area is meaningful only if
the hard-particle content of the jet is unaltered by the addition of the soft ghost particles. Certain
jet algorithms are not infrared safe, notably seed-based iterative and midpoint cone algorithms with
a zero seed-threshold, and therefore cannot be used in this context. Areas can in contrast be defined
for collinear unsafe algorithms (e.g. algorithms with a finite seed threshold). However both infrared
and collinear unsafe algorithms are in any case highly deprecated because of the divergences that
appear for them in perturbative calculations, and because of their related instability with respect
to non-perturbative effects.

ii) The second ingredient in carrying out the subtraction is the estimate of ρ for each event. The
principal difficulty in estimating the amount of noise is that of distinguishing the noise component
from the large amounts of pt deposited by the hard event; for example one cannot simply take
the ratio of the total amount of pt in the event divided by the full area over which one measures.
It turns out however that some jet algorithms, like kt [10] and Cambridge/Aachen [11] (but not
SISCone [8]), lead to a large sample of quite regular soft pileup ‘jets’ for each event — these jets
do not represent any particular hard structure in the pileup, but rather reflect these jet algorithms’
tendency to naturally organise a uniform background of soft particles into structures (‘jets’) each
of area ∼ πR2. In the limit in which the noise component is uniform and dense, each pure pileup
jet will have the property that its pt divided by its area is equal to ρ. In practice pileup has local
fluctuations, causing the ptj/Aj values to be distributed around ρ. We propose that one measure ρ
for each event by taking the median value of this distribution in the event:

ρ = median

[{

ptj

Aj

}]

. (4)

difficult for its clustering fate to be altered by the minimum bias momenta. After integration over p2t these very rare
occurrences give the dominant (logarithmic) contribution to ⟨L⟩ because of the weighting with the resulting change
in jet momentum, p2t. Numerical investigations indicate that for both the kt and Cambridge/Aachen algorithms
⟨L⟩ ≃ 0.3αsC

π
Aρ ln pt

Aρ
, where C is CF or CA according to whether the jet is quark-like or gluon-like, implying rather

small average effects.
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Figure 3: The event pT density, ⇢, distribution for an average number of interactions 20 < hµi < 21,
drawn for four di↵erent values of NPV.
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Figure 4: (a) Calorimeter topo-cluster distribution (red points) overlaid with calorimeter granularity (blue
lines) [30]. (b) The median pT density, ⇢, evaluated as a function of ⌘ using a sliding ⌘ interval of width
�⌘ = 0.7 in the range |⌘| < 4.9.

The cause of the low (pile-up) occupancy in the forward region is two-fold. The first and physically
motivated reason is that the cross-section as a function of pseudorapidity of particles of a given pT pro-
duced in inelastic collisions is falling at higher values of ⌘. The second and dominant reason is, as is
clear from Fig. 4(a), the coarser calorimeter granularity at higher ⌘, coupled with the noise suppression
inherent in topological clustering. Since clusters are seeded on significance relative to (electronic and
pile-up) noise rather than an absolute threshold, having a larger number of cells (finer granularity) in-
creases the probability that one cell will fluctuate up to a significant value due to (electronic or pile-up)
noise. With the coarser granularity in the forward region, which notably sets in around |⌘| = 2.5, this
probability becomes smaller, and clusters will predominantly be seeded only by the hard scatter signal.

Figure 4(b) shows that as hµi increases, so does h⇢i in the central region of the calorimeters, while
it stays close to 0 at larger |⌘|. A calculation of ⇢ in the central region thus gives a more meaningful
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Rate vs Disk I/O
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• At the beginning of the run, we considered 300 events/sec the 
maximum we could get out of the trigger 

• It was suddenly realised that the trigger can handle much more
• The real problem was after 

• enough disk to write the data to? 
Set the limit to 1 kHz, considering 
the available disk, and the event 
size (O(300 Mb/event) after 
reconstruction) 

• enough CPU to process the data 
and reconstruct? OK for 2012 (full 
2013/2014 shutdown) 

• Data parking was introduced
56
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Beyond Data Parking
• We don’t save events because we cannot write them on disk 

• We write on disk more event information that we (sometimes) need 

• Keep ALL the events, with a small customised data format (only jet 
4momenta). O(10 kb/event), can save several 1kHz of data 

Scouting

• Event reco not as good as 
normal 

• not all the analyses cannot 
be done this way 

• when resolution is not great 
(e.g., with jets) this is not a 
big issue 

• Can do things we could not 
do otherwise (i.e., better than 
nothing)
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More on Substructure
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