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Introduction
✦ Connection with energy/entropy production in early 

stages of heavy ion collisions.
✦ Past measurements exhibit interesting geometrical 

scaling properties.
➡ Multiplicity at mid-rapidity scales faster than <Npart>, but in a way that is energy 

independent.

➡ Total multiplicity scales with <Npart>.

✦ Hard to predict:
➡ Low momentum regime
➡ Non-perturbative QCD
➡ Multiple body interactions
➡ Different approaches: CGC, empirical scaling rules, Landau hydrodynamics etc
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ATLAS pixel detector
✦ High precision tracking device, very close to beam pipe.

✦ Three barrel layers (50.5, 88.5, 122.5 mm in radius), six disk layers, three on 
each side.

✦ Active area≈1.8 m2 with ≈ 80×106 pixels arranged into 1744 modules. 

✦ Placed in a 2 T solenoid field when turned on. B-field was off for this analysis.

✦ Pixel barrel used in this analysis, |η|<2.0

L B N L  I n s t r u m e n t a t i o n  C o l l o q u i m ,  A p r i l  2 0 0 5

K. Einsweiler          Lawrence Berkeley National Lab
ATLAS Pixel Detector , Apr 13 2005    13 of 46

•Physical size of pixel tracker is roughly 1.6m long, with 0.2m radius. It contains 
1744 modules, spread over three barrel layers (1456 modules) and three disk 
layers (288 modules).

•Innermost layer is at 5cm radius, providing best possible impact parameter 
resolution, within the limits of the beampipe radius.

•Operating temperature is -7C for modules, to preserve sensor performance. Use 
evaporative fluorocarbon cooling system operating at -25C to remove about 10KW.

•Typical power consumption during operation will be about 3500A at 2V.

Barrel
Disk layers
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✦ Two-point tracklet method:
❖ Select high quality clusters.
❖ Select cluster pairs aligned 
with primary vertex:
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Two-point tracklet method
✦Two methods used to count tracklets.
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➡Method 1: multiple associations to layer-0 treated as one tracklet.
➡Method 2: multiple associations to layer-0 treated as multiple 
tracklet candidates.
❖Flipped event: (z − Vz) → − (z − Vz), Φ → π − Φ
❖Subtract combinatorics using flipped events
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Centrality definition

✦ Use Forward calorimeter transverse energy  
3.2<|η|<4.9

➡ Sampling fraction: f = 100 ± 2%
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Figure 1: (black) Measured ΣEFCal
T distribution divided into 10% centrality bins. (grey)

2.76 TeV proton-proton data convolved with a Glauber Monte Carlo calculation with
x = 0.088, described in the text.

The final state momentum anisotropy can be quantified by studying the145

Fourier decomposition of the azimuthal angle distribution [16]:146
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where y, pT and φ are the rapidity, transverse momentum, and azimuthal147

angle of final-state charged particle tracks and ΦRP denotes the azimuthal148

angle of the reaction plane defined by the impact parameter, (�b, the dis-149

tance between the barycenters of the two nuclei), and the beam axis (z).150

This analysis was confined to the second Fourier coefficient (n = 2), v2 ≡151

�cos [2(φ− ΦRP )]�, where angular brackets denote an average first over par-152

ticles within each event relative to the eventwise reaction plane, and then153

over events.154

In this analysis, the reaction plane is approximated by the event plane155

determined from the data on an event-by-event basis, according to the scheme156

6

CentralPeripheral
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MC samples pT re-weighting
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✦HIJING pT spectrum differs 
significantly from data.
✦HIJING spectrum much higher at low pT.

➡A re-weighting function is applied to HIJING sample to account for pT 
difference between data and MC, used only for corrections, not for pT 
measurement. 
➡Re-weighting function is obtained from pixels tracks from B-on data.
➡The re-weighted HIJING spectrum agrees relatively well with data.

✦Re-weighting Procedure:
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Correction procedure
✦Pixel tracking: 

Efficiency:                        , Background:
Correction factor:

�pt(η) =
Nmatch

pr (η)

Npr(η)

Cpt(η) =
1− bbackgpt (η)

�pt(η)

✦Tracklet methods:
Correction factor:
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C2pt(η) =
Npr(η)

N2pt(η)

✦Correction factors are calculated 
in different occupancy intervals 
(dn0clus/dη(|η|<1.0)).

bpt(η) =
N backg

pt (η)

Npt(η)
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Comparison of three methods
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dNch/dη distribution
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FIG. 2: Left: Top: raw track/tracklet 1/NevtdNtrkl/dη
distribution from tracklet Method 1 ( points), tracklet
Method 2 (squares) and pixel tracking (blue triangles) for
0-10% centrality events. Middle: corrected tracklet and
track 1/Nevt dNch/dη distributions (same symbol scheme),
bottom: ratio of 1/Nevt dNch/dη from the tracklet Method 2
(squares) and pixel tracking ( triangles) to tracklet Method 1
respectively. Right: Final 1/Nevt dNch/dη distributions from
tracklet Method 1 for eight 10% centrality intervals. Total
systematic errors on 1/NevtdNch/dη are shown as a shaded
band.

Various systematic studies are performed in the255

1/Nevt dNch/dη measurement. To address inaccuracies256

in the Monte Carlo description of bad channels, dis-257

abled sensors, or other detector irregularities, we have258

performed a detailed comparison of the η and φ distri-259

butions of clusters in the two pixel layers between data260

and Monte Carlo. The agreement in the first pixel layer261

is better than 0.05%, the agreement in the second layer262

is good to 0.4%. We assign a combined systematic un-263

certainty of 0.4%. To evaluate inaccuracies in the de-264

scription of the detector material in the GEANT simu-265

lation, we have performed the HIJING+GEANT simu-266

lations with an artificial 10% increase in detector mate-267

rial and a 15-20% increase in various dead material and268

compared the results obtained from those Monte Carlo269

samples with the default samples. The results agree to270

2%. To further address the above item and to address271

the simulation of detector response, we have performed272

the analysis using different ∆R selections, ∆R < 1.5,273

which should induce different sensitivity to multiple scat-274

tering, secondaries, and occupancy effects and compared275

the results to the default analysis. The corrections for276

the ∆R < 1.5 cut differ from those of the default anal-277

ysis in central (0-10%) collisions by 10% at η = 0 and278

20% at η = 2. However, the corrected pseudorapidity279

distributions agree to 1% in all centrality intervals. To280

address differences between the HIJING description of281

particle production in Pb+Pb collisions and reality, we282

Source Uncertainty (0-10%) (70-80%)

MC detector description 0.4% 0.4%

Extra material 2% 2%

∆R cut 1% 1%

pT re-weighting 0.5% 0.5%

Hadron flavor composition 1% 1%

Enhanced Ks, Λ. 1% 1%

HYDJET 0.5-7.5% vs. η 0%

Analysis Method 3.5% 1%

Combined (η = 0) 4% 3%

Combined (η = 2) 8.5% 3%

TABLE I: Summary of systematic uncertainty estimates on
the 1/Nevt dNch/dη measurement in central (0-10%) and pe-
ripheral (70-80%) Pb+Pb collisions from different sources.
Only HYDJET has an η dependent systematic uncertainty;
the others are η independent.

have performed the analysis without the pT spectrum283

re-weighting; the results agree to 0.5%. We have also284

estimated the change in correction factors that would re-285

sult from enhanced charged kaon and proton production286

as observed at RHIC [20]. Incorporating the enhance-287

ments observed at RHIC would change the results by288

1%. This is assigned as systematic uncertainty due to289

hadron flavour composition. We have also produced a290

Monte Carlo set using the HYDJET event generator [21].291

In central collisions the results obtained using the HY-292

DJET samples agree with the HIJING results to bet-293

ter than 0.5% at mid-rapidity, but differ by as much as294

7.5% at η = ±2. We assign a centrality-dependent and295

η-dependent systematic error to account for this differ-296

ence. To address the limitations of the analysis proce-297

dure, we have evaluated a systematic uncertainty based298

on the differences between the results obtained from the299

three reconstruction methods described in this paper. It300

is centrality dependent and maximum for the 0-10% cen-301

trality interval where we assign an 3.5% uncertainty on302

the overall scale of the pseudorapidity distribution based303

on the comparison of the three results in the left, bot-304

tom panel of Fig. 2. The above-described and quoted305

systematic error estimates for the 0-10% centrality inter-306

val are summarized in Table I along with corresponding307

estimates for the most peripheral interval, 70-80%.308

The systematic errors resulting from the above anal-309

ysis are shown on the right panel of Fig. 2 as the310

shaded band. The systematic error is completely cor-311

related between all η regions. A significant variation312

of 1/Nevt dNch/dη as a function of η is seen in all cen-313

trality intervals with a minimum at η = 0 and an in-314

crease in 1/Nevt dNch/dη away from η = 0. The mea-315

sured 1/Nevt dNch/dη distributions for central collisions316

(< 30%) suggest a peaking at η ≈ ±1.5 followed by a de-317

crease in 1/Nevt dNch/dη for |η| > 1.5, but that decrease318

5% increase of yield from η~0 
to η~1 in peripheral events 

(30-80% centrality class) 
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dNch/dη distribution

Eugene Levin,  
Amir H. Rezaeian,
arXiv:1102.2385 [hep-ph]
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sNN dependence
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Npart dependence
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RHIC result scaled up by a factor of 
2.15 to match central ATLAS result.
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dNch/dη/<Npart/2> shape comparison

Extended measurement to high pseudorapidity region(|η|<2.0), 
but not yet able to address details of limiting fragmentation, 
which requires further forward region measurement. 
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Conclusions
✦ dNch/dη over |η|<2.0 measured in different 

centrality bins. 
➡ 5% increase from η~0 to η~1 in peripheral events (30-80% 

centrality class).

➡ No significant shape change in different centrality class.

✦ Energy and Npart dependence of dNch/dη/
<Npart/2> at mid-rapidity are compared with 
other experiments.
➡ Confirms RHIC  Npart dependence trend.

➡ Result is consistent with other experiments. 

✦ dNch/dη shape also compared with PHOBOS 
results.
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Backup
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Data-MC comparison
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Npart dependence
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