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CMS Event Building – 2 Stages
CMS employs only 2 trigger levels: a first level trigger based on custom hardware, and a  High Level Trigger (HLT) using 
commodity PCs. The assembly of event fragments into complete events takes place at a level 1 accept rate of 100 kHz. 
In order to cope with the aggregated bandwidth of 100 GB/s, and to provide a scalable system, a 2-tier approach for the 
event building was chosen.

FED Builder

Each FED-Builder assembles data from 8 front-end links 
into one super-fragment using redundant Myrinet switch-
es. The super-fragment is delivered to one of up-to 8 in-
dependent readout slices, where it is buffered on com-
modity PCs, the readout units (RUs). 

DAQ Slices

The DAQ slices are independent systems, which are in 
charge of building full events out of super-fragments, 
performing the physics selections, and forwarding the 
selected events to mass storage (SM). The indepen-
dence of each DAQ slice has several advantages:

• Relaxed requirements: 
Each slide needs to handle a reduced event rate of 
12.5!kHz instead of 100!kHz

• Staging:
Slices can be added as needed

• Robustness:
In case that one slice fails, data taking does not stall 
as other slices continue to process events 

• Technology independence:
Different technologies can be used for the FED-
Builder and for the DAQ slice, or the technology can 
even differ between DAQ slices

The existing system uses the TCP/IP protocol over Giga-
bit Ethernet. Each readout unit (RU) is connected with 
two or three links (“rails”) via a large switch to builder 
units (BUs). In order to achieve the necessary perfor-
mance, a specific configuration of the networks with 
source to destination VLANs is required. The event 
building in each slice is controlled by one event manager 
(EVM), which receives the level 1 trigger information. 
The BUs store the complete events until the Filter Units 
(FUs) running the High Level Trigger (HLT) algorithms 
either rejected or accepted the events. Accepted events 
are sent to the Storage Manager (SM), which writes the 
events to disk.

Introduction

The CMS event builder collects event fragments from approximately 500 detector front-end readout modules (FEDs) and 
assembles them into complete events at a maximum rate of 100!kHz. The complete events are handed to the High Level 
Trigger (HLT) processors running offline-style algorithms to select interesting events. Accepted events are transfered to 
the storage manager (SM) which temporarily stores the events on disk at a peak rate of 2 GB/s until they are permanently 
archived offline. In addition, events and data-quality histograms are served by the storage manager application to online 
monitoring clients.

Storing Data on Disk – The Storage Manager
The Storage Manager (SM) is located at the end of the online data chain. It receives events accepted by the High Level 
Trigger (HLT) running on the Filter Units (FUs). The accepted events are split over several I2O binary messages (frag-
ments) and send over a dedicated Gigabit-Ethernet network to the SM. Each DAQ slice has one or two SM applications. 
The SM reassembles the fragments into complete events and writes them to disk. Events are stored in one or multiple 
files, depending on the triggers that fired for the event (the trigger bits) and the HLT process that selected the event. 
These files are buffered on a local disk array (RAID-6) and subsequently copied to the central computing center (Tier 0), 
which repacks the events into larger files. These files are then fed to the offline event-reconstruction farms.

A subset of the events is sent to online consumers, using a HTTP request/response loop. Consumers either connect di-
rectly to one SM, or they connect to a proxy server which aggregates the data from all SMs in all DAQ slices. The con-
sumers use this data for online data quality monitoring (DQM), for calibration purposes, or for displaying the events.

In addition, the FUs produce a set of histograms to monitor the data quality and trigger efficiencies. These histograms 
use events which are only available prior or during the event selection. These histograms are sent to the SM at each lu-
minosity section boundary (every 93 seconds). The SM sums the histograms that he received from all FUs in the slice. It 
forwards the summed histograms to the proxy server. The proxy server receives the histograms from all SMs in all DAQ 
slices and sums them up again. The CMS data quality application retrieves the summed set of histograms for monitoring.

RU Builder Switch

• 8 Force-10 E1200 switches
(one for each DAQ slice)

• 6 90-port linecards / switch

• 11 Gb/s duplex / port
~2 times oversubscribed

• Cabling is done to have full 
throughput on all ports us-
ing the fact that the traffic is 
basically uni-directional

FED Builder

• The heart of the FED 
Builder is a set of six 
Myrinet switches installed 
underground, close to the 
detector.

• The data is transported to 
the surface using 1536 opti-
cal links operating at 2Gb/s. 

• Another set of 72 8x8 
Myrinet switches is located 
close to the event builder 
and High Level Trigger 
(HLT) filter farm (see right).

Storage Manager

• A Force 10 Gigabit Ethernet 
switch connects the Stor-
age Manager to the HLT 
processors.

• A separate Gigabit Ethernet 
switch is used for transfer 
to Tier 0.

• The Storage Manager's 
hardware provides a data 
buffer of 300 TB, which is 
equivalent of several days 
of data taking.

• The data is buffered on 
NexSan SATABeasts 
(RAID-6 disk arrays) con-
nected through 2 Fibre 
Channel switches (QLogic 
SanBox 5600).

RU Builder & HLT Farm

• 640 RU PCs (32 racks)
Dell PE 2850 dual dual-core, 

2 GHz, 4 GB memory

• 720 BU-FU PCs (24 racks)
Dell PE 1950 dual quad-core,

2.6 GHz, 16 GB memory

Operational Experience

The readout system has been successfully used to com-
mission the detector, to collect more than 370"106 cos-
mic ray events, and to record the first LHC beam events 
in September 2008.

The event builder performs to the design specifications 
of 100 GB/s and the system has proven to be very flexi-
ble:

• The event builder can be subdivided into multiple in-
dependent readout systems that can be concurrently 
used to readout subsets of detector components.

• The system can be configured to focus on perfor-
mance and reliability issues related to

• high data throughput

• large number of input channels

• high CPU power in the high-level trigger

• high data rate to local disk.

• Data payloads can be injected at various points in 
the system to test its functionality and performance.
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RU-Builder Protocol – Token Passing

The RU-builder consists of 3 separate services: the readout unit (RU) buffers the event fragments during the 
assembly, the builder unit (BU) assembles the event, and the event manager (EVM) interfaces with the trig-
ger and orchestrates the data flow. The applications exchange I2O binary messages (I2O stands for Intelli-
gent Input Output) over the network and use First-In-First-Out queues (FIFOs) to keep track of requests, trig-
ger data, and event data.

XDAQ Framework

The RU-Builder and the Storage Manager applications use the XDAQ framework. XDAQ is middleware that eases the 
development of distributed data acquisition systems. It provides services for data transport, configuration, monitoring, and 
error reporting. The framework has been developed at CERN and builds upon industrial standards, open protocols and li-
braries.

For details see the talk "CMS Data Acquisition System Software" by Johannes Gutleber.

Redesign of the Storage Manager Application

The current implementation of the Storage Manager (SM) exposed some weaknesses during the global run. 
The main issue is that most of the work is done in a single thread. This caused dead-time in the system each 
time the SM was summing the DQM histograms for each luminosity section, i.e. every 93 seconds. In addi-
tion, the code evolved over several years and had been adapted to changing requirements. This resulted in 
a code base that was difficult to understand and hard to maintain. Therefore, the opportunity of the delayed 
LHC startup was taken for a redesign and re-factoring of the existing code.

The new design uses individual threads for the different tasks of the storage manager. The events are 
pushed into separate queues which are handled by dedicated threads. Care is taken that the main task of re-
ceiving events from the high level triggers and writing them to the appropriate files (streams) is not blocked 
by the CPU-intensive task of summing DQM histograms, or by rather unpredictable requests from con-
sumers of events or DQM histograms.
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stream files
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The 3-month long running of the experiment in fall 2008 
highlighted several areas of improvement:

• The event builder needs to be tolerant against miss-
ing or corrupted front-end data.

• The error and alarm handling should be based on a 
uniform and system-wide approach.

• The Storage Manager application should handle 
CPU-intensive tasks in independent threads to as-
sure that they do not block the readout (see below).

These improvements are being deployed and tested in 
the full system and will be available for the first physics 
run in fall 2009.

Data to Surface

Average event size 1 MB

Detector front-ends ~700

Front-end readout links 512

FED Builder 8x8 switches 72

Network technology Myrinet
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DAQ Slice - !th full system:

Level 1 max. trigger rate 12.5 kHz

Throughput ! Terabit/s

Fragment size 16 kB

Readout Builder switch 72x288

Network technology GbEthernetData to Disk

High level trigger (HLT)

 accept rate ~100 Hz

Peak rate 2 GB/s

Event filter power ~0.5 TFlop

Transfer to Tier 0 2x10 Gbit/s
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The	  Common	  Mode	  subtracAon	  algorithms:	  
• Median	   Algorithm:	   the	   baseline	   ADC	   value	   is	  
calculated	  as	  the	  median	  ADC	  count	  from	  all	  strips	  
in	  the	  APV.	  

•  Iterated	  Median	  Algorithm:	  the	  median	  ADC	  count	  
of	   all	   strips	   in	   the	   APV	   is	   calculated,	   then	  
recalculated	   using	   only	   strips	  with	   an	   ADC	   count	  
below	   the	   calculated	   median	   plus	   2-‐sigma	   @mes	  
the	  strip	  noise,	  and	  then	  recalculated	  a	  third	  @me	  
in	  the	  same	  manner.	  	  

The	   CMS	   readout	   system	   is	   designed	   and	  
op@mized	  for	  pp	  collisions	  with	  an	  L1	  rate	  of	  
100	  kHz	  and	  an	  event	   size	   at	   the	  DAQ	   input	  	  
of	  roughly	  2	  MB	  per	  event.	  
	  
The	   large	   mul@plici@es	   expected	   in	   PbPb	  
collisions	   require	   a	   different	   op@miza@on	   of	  
the	   zero	   suppression	   algorithms.	   The	  
op@miza@on	   could	   only	   be	   done	   aWer	   the	  
data	   was	   taken.	   To	   make	   sure	   that	   the	  
collected	  data	   is	   of	   highest	   quality,	   the	  CMS	  
collabora@on	   decided	   to	   disable	   the	   zero	  
suppression	   algorithms	   for	   the	   silicon	   strip	  
tracker	   and	   the	   electromagne@c	   and	   hadron	  
calorimeters	  for	  the	  dura@on	  of	  the	  first	  PbPb	  
run.	  This	  resulted	  in	  an	  event	  size	  of	  about	  24	  
MB	   at	   the	   DAQ	   input	   and	   12	   MB	   to	   tape.	  	  
About	  11	  million	  channels	  were	  recorded	  for	  
each	  event.	  	  
	  
DAQ	  performance:	  
The	   DAQ	   system	   performance	   has	   been	  
studied	   in	   detail	   and	   a	   new	   soWware	  
configura@on	   has	   been	   designed	   for	   PbPb	  
collisions.	  	  

The	  CMS	  silicon	  tracker	  readout	  chain	  was	  primarily	  designed,	  op@mized	  and	  tested	  for	  pp	  collisions.	   In	  PbPb	  collisions	  the	  expected	  tracker	  
occupancy	  was	  up	  to	  80%.	  Each	  set	  of	  128	  silicon	  strip	  detectors	   is	  connected	  to	  a	  single	  APV	  readout	  chip	  which	  may	   introduce	  electronics	  
effects	   common	   to	   the	   en@re	   set	   of	   detectors.	   These	   effects	   include	   baseline	   shiW,	   baseline	   deforma@on,	   and	  APV	   satura@on	   generated	   by	  
highly	  ionizing	  par@cles,	  which	  became	  significant	  during	  HI	  data	  taking.	  The	  standard	  zero	  suppression	  algorithms	  were	  not	  designed	  to	  operate	  
in	  such	  a	  high	  mul@plicity	  environment	  or	  to	  cope	  with	  the	  electronics	  effects	  described	  above.	  During	  the	  2010	  HI	  data	  taking	  the	  tracker	  was	  
read	  out	  without	  zero	  suppression	  and	  the	  actual	  zero	  suppression	  has	  been	  performed	  offline	  using	  a	  baseline	  follower	  algorithm	  developed	  
specially	  for	  the	  PbPb	  data.	   Fig.	   1	   shows	   the	   behavior	   of	   the	  

s tandard	   zero	   suppress ion	  
algorithm	   in	   case	   of	   baseline	  
deforma@on.	  Shown	  in	  black	  is	  the	  
ADC	   distribu@on	   over	   the	   768	  
s t r i p s	   o f	   a	   modu l e .	   T h e	  
corresponding	   reconstructed	  
clusters	  are	  shown	  in	  	  red.	  

Fake	  
cluster	  

The	  Baseline	  inspecAon	  and	  restoraAon	  algorithm:	  
1.  The	   baseline	   inspec@on	   looks	   for	   flat	   regions	   in	   the	   distribu@on	   of	   ADC	   counts	  

arranged	  by	  posi@on	  for	  a	  given	  APV.	  The	  ADC	  value	  of	  the	  strips	  in	  flat	  regions	  are	  
replaced	  	  with	  the	  average	  ADC	  value	  in	  that	  region.	  

2.  The	   baseline	   is	   considered	   to	   be	   distorted	   if	   the	   ver@cal	   distance	   between	   the	  
various	   flat	   regions	   is	   bigger	   than	   a	   certain	   threshold	   .	   The	   restora@on	   of	   the	  
baseline	  is	  applied	  only	   in	  case	  of	  a	  distorted	  baseline.	  Otherwise,	   	  the	  calculated	  
common	  mode	  noise	  is	  considered	  to	  be	  the	  baseline.	  

3.  The	  baseline	  restora@on	  algorithm	  interpolates	  between	  the	  previously-‐calculated	  
flat	  regions	  and	  reconstructs	  the	  distorted	  baseline	  associa@ng	  a	  new	  ADC	  value	  to	  
each	  strip.	  The	  baseline	  is	  then	  cleaned	  and	  subtracted	  from	  the	  raw	  data.	  	  

Fig.	   2	   shows	   an	   example	   of	  
baseline	   reconstruc@on	   at	   high	  
mul@plicity	   in	   the	   presence	   of	   a	  
deforma@on	   caused	   by	   highly	  
ionizing	   par@cle.	   Shown	   in	   black	  	  
are	   the	   ADC	   distribu@on	   over	   the	  
768	   strips	   of	   a	  module.	   Shown	   in	  
r ed	   i s	   t h e	   c o r r e s pond i n g	  
reconstructed	   baseline	   that	   is	  
subtracted	  before	  performing	  zero	  
suppression.	  

In	  just	  a	  few	  weeks	  of	  PbPb	  collisions,	  CMS	  collected	  about	  890	  TB	  of	  data	  (roughly	  79	  M	  events).	  During	  the	  HI	  data	  taking,	  the	  
new	  zero	  suppression	  algorithm	  op@mized	  for	  heavy	  ions	  collisions	  was	  applied	  to	  the	  prompt	  reconstructed	  events.	  AWer	  the	  run	  
was	  over,	  an	  updated	  version	  of	  the	  algorithm	  was	  applied	  to	  the	  full	  dataset.	  A	  new	  set	  of	  compressed	  and	  zero	  suppressed	  raw	  
data	   was	   then	   produced.	   The	   new	   collec@on	   occupies	   only	   150	   TB	   and	   was	   reconstructed	   for	   analysis.	   The	   new	   RAW	   data	  
collec@on	  hosts	  the	  zero	  suppressed	  tracker	  readouts,	  as	  well	  as	  the	  unsuppressed	  readouts	  of	  the	  modules	  determined	  to	  have	  
distorted	  baselines	  on	  at	  least	  one	  APV.	  The	  full	  dataset	  reconstruc@on	  took	  12	  days	  using	  an	  average	  of	  3000	  CPU	  cores.	  	  	  
	  
In	   the	   plot	   on	   the	   right,	   the	   efficiency,	   fake	   rate,	   and	   momentum	   resolu@on	   of	   charged	   tracks	   using	   the	   new	   tracker	   zero	  
suppression	  algorithm	  are	  shown.	  

It	   has	   been	  measured	   that	   the	   system	  was	  
able	   to	   handle	   up	   to	   an	   L1	   trigger	   rate	   of	  	  	  
3.5	  kHz	  that	  corresponds	  to	  roughly	  350	  MB/
s/link	   of	   throughput.	   At	   the	   HLT	   the	   	   data	  
were	   compressed	   to	   12	   MB	   per	   event	   and	  
sent	  to	  the	  Storage	  Manager	  (SM).	  The	  laler	  
was	  also	  responsible	  for	  the	  data	  transfer	  to	  
the	   Tier-‐0	   compu@ng	   center.	   The	   CMS	  
detector	  was	  recording	  data	  at	  up	  to	  220	  Hz	  
using	   all	   the	   available	   SM	   bandwidth	   in	  
terms	   of	   disk	   I/O	   and	   ethernet.	   The	  
bandwidth	  to	  tape	  was	  over	  2.2	  GB/s,	  which	  
is	   well	   beyond	   the	   design	   specifica@ons	  
(more	   than	   6	   @mes	   the	   data	   volume	   per	  
second	  recorded	  during	  the	  pp	  running).	  
	  	  

CMS	  has	  a	  two-‐level	  DAQ/Trigger	  architecture:	  L1	  and	  HLT.	  The	  
L1	   	   trigger	   consists	   of	   low	   level	   hardware	   using	   muon	   track	  
segments,	   calorimeter	   cells	   and	   scin@llators.	   The	   HLT	   is	  
comprised	   	   of	   a	   powerful	   online	   compu@ng	   farm	   performing	  
event	  building	  and	   triggering.	  The	  HLT	  accesses	   the	   full	  event	  
informa@on	   and	   it	   uses	   the	   standard	   “offline“	   reconstruc@on	  
soWware	  to	  trigger.	  
The	  2010	  HI	  run	  had	  a	  peak	  instantaneous	  luminosity	  of	  3x	  10-‐5	  cm-‐2	  s-‐2	  and	  
CMS	   has	   been	   able	   to	   collect	   data	  with	   an	   L1	   rate	   up	   to	   220	   Hz.	   The	   L1	  
trigger	   was	   generated	   using	   informa@on	   from	   the	   Beam	   Scin@llator	  
Counters	  (BSC),	  Electromagne@c	  and	  Hadron	  Calorimeters	  (ECAL,	  HCAL,	  HF),	  
and	  the	  Zero	  Degree	  Calorimeters	  (ZDC).	  
	  

The	   HLT	   was	   used	   to	   produce	   two	   main	   primary	   datasets	   (PD).	   The	  
HIAllPhysics	  PD	  contains	  jets,	  muons,	  photons,	  minimum	  bias,	  and	  zero	  bias	  
triggered	   events.	   The	  HICorePhysics	   PD	   is	   a	   subset	   of	   the	  HIAllPhysics	   PD	  
and	   it	   contains	   jets,	   photons	   and	  muons	   triggered	   events	   for	   prompt	   and	  
low-‐sta@s@cs	  analysis.	  

The	  plots	  on	  the	  leW	  show	  the	  	  
frac@on	   of	   jet	   and	   photon	  
triggers	   with	   respect	   to	   the	  
minimum	   bias	   trigger	   as	  
func@on	   of	   the	   total	   HF	  
deposited	  energy	  (centrality).	  
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