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Historically: 

Computing-enabling areas

� Imaging:

– Image reconstruction

– Image processing

� Therapy:

– Dose calculation

– Treatment plan optimization

� Modeling:

– Treatment outcomes modeling

– Tumor simulations

� Example: International Conference on the Use of 
Computers in Radiotherapy (ICCR)



Today: 

Computing-heavy areas

� Imaging:

– Real-time advanced image processing 

� Therapy:

– Monte Carlo dose calculation

– Real-time optimization

� Modeling:

– Multi-scale modeling



Today:

Computing-heavy areas - Example

� Grid Laboratory Of Wisconsin 

(GLOW)

– CMS (CERN): trigger system 

simulation, event filter 

algorithms, simulated data 

analysis

– Medical Physics: MC-based 

dose calculation, IMRT 

optimization, image 

processing



Successful collaboration:

FLUKA & GEANT 4 



Successful collaboration:

FLUKA & GEANT 4 – Imaging 



Successful collaboration:

FLUKA & GEANT 4 – Therapy



Current trend – GPU based MC



”4 P’s of medicine”: Individuals respond differently to 

environmental conditions, according to their genetic 

endowment and their own behavior. In the future, research 

will allow us to predict how, when, and in whom a disease 

will develop. We can envision a time when we will be able to 

precisely target treatment on a personalized basis to those 

who need it, avoiding treatment to those who do not. 

Ultimately, this individualized approach will allow us to 

preempt disease before it occurs, utilizing the participation

of individuals, communities, and healthcare providers in a 

proactive fashion, as early as possible, and throughout the 

natural cycle of a disease process.

Elias A. Zerhouni, M.D.

Director, National Institutes of Health (NIH), 2008

Tomorrow:

Where is medicine going?
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NCI restructure



Significance of tumor heterogeneity

…branched evolutionary tumor growth,              

with 63 to 69% of all somatic mutations              

not detectable across every tumor region…

Gerlinger et al 2012, NEJM 366, 883.



Acute Myeloid Leukemia example

Specificity = 43%

NPV = 64%17.4 mo

6.9 mo

Day 28 BMBx

Day 14 BMBx

Hussein et al 2008, Am J Hemat, 83(6): 446
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Vanderhoek et al 2011, Leuk Res 35: 310



Imaging biomarkers of response
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Better than Higgs!!! 
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Biologically conformal radiotherapy 

(aka dose painting)

Anatomical imaging

Population-based

Uniform dose IMRT

Molecular imaging

Patient-specific

Non-uniform dose IMRT



Inter-lesion heterogeneity
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Not all the measures predict outcome…

SUV
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total



From a single scan – LOTS of data!
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In addition, data from other biomarkers

Lots and lots of data –

Looking for a needle in a haystack!



Does this remind you of anything?

Needle in a haystack
How do we deal 

with such data?



Understanding of fundamental relations 

that drive observations
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Tumor modeling
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Benchmarking the model (Voxel)
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Conclusions - synergies today

� Monte Carlo transport simulations

– FLUKA & GEANT 4 an excellent example

– Still lots of work to do to move this to the clinics

– “Low hanging fruit”

� Other possible examples building upon HEP 

computing expertize:

– Real time image reconstruction and analysis

– Real time optimization/reoptimization/adaptation

– …



Conclusions – synergies tomorrow
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• A distributed computing 
infrastructure to provide 
the production and 
analysis environments for 
the LHC experiments

• Managed and operated by 
a worldwide collaboration 
between the experiments 
and the participating 
computer centres

• The resources are 
distributed – for funding 
and sociological reasons

• Our task was to make use 
of the resources available 
to us – no matter where 
they are located

Ian Bird, CERN 31

WLCG collaboration

Tier-0 (CERN):

• Data recording

• Initial data reconstruction

• Data distribution

Tier-1 (11 centres):

•Permanent storage

•Re-processing

•Analysis

Tier-2  (~130 centres):

• Simulation

• End-user analysis



Managing 100 PBytes of data

15 February 2014 Bob Jones 32



• Relies on 

• OPN, GEANT, US-LHCNet

• NRENs & other national & 
international providers

Ian Bird, CERN 33

LHC Networking



CERN openlab IT Challenges

Bob Jones 34

Online triggers and DAQ

Offline simulation and processing

Data storage architectures

Resource management and provisioning

Data analytics

Networks and connectivity

Whitepaper with input from EMBL-EBI,

ESA, ILL, ESRF, The Human Brain project 

and IT industry to be published in March
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A European cloud computing partnership: 

big science teams up with big business

Strategic Plan

� Establish multi-tenant, 

multi-provider cloud 

infrastructure

� Identify and adopt 

policies for trust, 

security and privacy

� Create governance 

structure

� Define funding 

schemes

To support the 

computing 

capacity needs for 

the ATLAS 

experiment

biodiversity

Setting up a new 

service to simplify 

analysis of large 

genomes, for a 

deeper insight 

into evolution and 

biodiversity

To create an Earth 

Observation 

platform, focusing 

on earthquake 

and volcano 

research

Adopters

To improve the

speed and quality

of research for

finding surrogate

biomarkers based

on brain images

Suppliers

http://www.helix-nebula.eu

contact@helix-nebula.eu

@HelixNebulaSC

HelixNebula.TheScienceCloud

Helix Nebula – The Science Cloud: A catalyst for change in Europe

http://cds.cern.ch/record/1537032



Open Access

15 February 2014 Bob Jones 36

http://scoap3.org/



What could CERN do?

� Today:

– Continue supporting large-scale computing activities 
in medicine (e.g., developments of low-energy physics 
for MC codes, organization of workshops, free sharing of 
data) – this will likely grow organically

� Short term:

– Help creating a hub for clinical data sharing – connect 
to other initiatives, such as ELIXIR (biological research 
data hub) and BioMedBridges (informatics structure)

• Better expertise than anyone else in data sharing

• Getting access to clinical data

– Develop methodologies for data mining in medicine
• Many methods exist, but would need to be modified

• Medical data noisy (uncertainties), sparse (few time points) and 
variable (biological variability)



What could CERN do?

� Long term

– Provide collaborative infrastructure for intensive 

modeling and simulations

• Leverage existing resources WLCG (e.g., e-Infrastructure)

• Expand Helix-Nebula to support biomedical simulation 

requirements 

– Develop “standard models” of diseases (e.g., 

“standard model of cancer”, “standard model of 

brain”)

• Better expertise than anyone in modeling

• But, existing expertise not enough – need for collaboration 

with researchers in biology, chemistry, pharmacology, 

physiology, medicine  


