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Overview

• The Pixel Detector collaboration is formed by a rather wide group:
Bonn, CPPM, Genova, LBNL and Nikhef.

• Our main goal at the moment is the B-Layer replacement but we would like to use this 
as an intermediate step towards SLHC.

- Upgrade plans for the electronics.

- Overall architecture.

- Chosen design implementations.

• We are now finalizing the global architecture, simulation, design partitioning.

• We submitted three test chips in IBM 0.13 µm technology through MOSIS in spring, 
the chips arrived two weeks ago and are currently under test. 

• The first version of the full FEI4 is planned in spring 2009.
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Need to Upgrade

- Details are very dependent on operating conditions (temperature, warm-ups).

- Hard detector failures will require to have a replacement.

• ATLAS has set-up a B-layer replacement task force whose task was to look at different 
upgrade and replacement scenarios in order to understand the best options available.
If interested in more details see the talk at last ATLAS week in Bern 7-11 July 2008.

• B-layer cannot be replaced in a long shut down (8 months) – requires extraction of the 
pixel package, opening the  whole detector (also beam pipe cannot be extracted 
without opening of pixel package -> special tooling and procedure to make in situ).
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• We are working on a B-layer replacement for the 
shutdown foreseen in 2012 - 2013 (new triplets & 
first injector upgrade):

- Detector is designed for 300 fb-1, could probably 
withstand up to 400 fb-1 or a little bit higher with 
some reduced efficiency;

- Integrated dose is acceptable, even with margin of 
error, until 2013, but not until 2016 or later.

 300 fb-1

Peak luminosity

Integrated luminosity
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R = 42 

R = 33 

✦ Insertable B-Layer with present technology:

- Possible fall-back from preferred solution.

✦ Insertable B-Layer with new technology:

- Seems feasible (Requires new smaller beam-pipe).

- 16-staves not shingled b-layer. 

- New chip design (FE-I4): Live fraction, I/O bandwidth;

- New Sensor design: Increase radiation hardness (400 fb-1 between 2013 and 2016) 
due to the smaller radius and the ramping up of LHC luminosity. 

• R&D and prototyping in 2009 – construction 2010-2012;

• The critical part is the very short R&D time available for the new design. 

B-Layer replacement options
A. Replace the Pixel Detector with a simpler 2 hit system with present technology (case 

of disaster) is not realizable (collaboration to build it, spares not available)

B. Insertion of a smaller b-layer and a smaller beam pipe inside the existing detector.
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Actual ATLAS Pixel Module
46.080 Pixels and 

• One Sensor.

• 16 FE Chips (IBM 0.25 µm).

• One Module Controller Chip (MCC) 
which performs module configuration 
and event building. 

• One Flex Hybrid that hosts decoups, 
NTC, MCC and connector.

• All module connections are LVDS

- Input: Clock and Data.

- Output: DataOut1 and DataOut2.

- AVDD, DVDD, AGND, DGND.

• Serial digital IO protocol:

- Downlink: 40 Mb/s.

- Uplink: 160 Mb/s on two links.
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Chip size and Output speed
• New 0.13 µm technology allows bigger chips, smaller pixels and higher output speeds.

• Main goals driving the new FE chip are material 
reduction and module live fraction increase.

- Larger FE chip with wire-bonds only on 
one side and less current density. 

• FE-I3 has 18 columns x 160 rows of 50 µm x 400 µm pixels organized in double 
columns in order to share common digital circuitry.

• FE-I4 pixel size is 50 µm x 250 µm, organized in 80 columns x 336 rows (or 60 x 352). 

• We are close to maximum chip size allowed for CMOS8RF that is 19.5 mm x 21.0 mm.

• A big chip will reduce bump bonding costs, manly due to chip pickup and placement.

• For the B-Layer replacement therefore there will be no MCC, and some of it’s 
functionality will be moved inside the FE chip.

• Target Output speed for is 160 Mb/s with LVDS Pads working at 320 MHz.
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B-Layer replacement & SLHC
• We plan to use the FE-I4 chip both for the B-Layer 

replacement and the outer layers of the SLHC 
pixel detector.

- Hit Rate is comparable with SLHC @12-30 cm.

• This allows to focus on the replacement and use this 
project an intermediate step towards the SLHC.

• SLHC B-Layer will have a different version of the     
FE chip, which will need higher bandwidth (at least).
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2x2 

FE’S 

2x2 chip modules for 

external layers @ SLHC. 

Pre-tested stave structure with integrated bus

 and cooling, SMD and burned-in power adapters 

Multi Chip Module(Planar) 

Single Chip Modules (3D) 

Robotically placed, fully tested 1-chip or multi-chip 

modules. Wire bond to stave after placement. 
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FE-I4 Specifications

8

• The new B-Layer will be at 3.7 cm and it is 
assumed that the nominal LHC luminosity 
could increase before SLHC by a factor two.

• This will increase occupancy (~4x per unit 
area) and bandwidths for the links (~4x per 
unit area). 

• Also SEU (Single Event Upset) and radiation 
dose requirements are more important. 

• The pixel will be 50 µm x 250 µm long and  
the analog part is roughly half of the space.

80 x 336

• Configuration data should work up to 40 MHz. 

• Pixels are subdivided in eight blocks. There is a 
“block select” register that allows selective pixel 
configuration, but blocks can also load in parallel.

Serial in

Command
Decoder:
Trigger
Fast
Slow

MUX

Global Register: 12 x 32bit registers

Serial out
MUX

B
lo

ck
 2

B
lo

ck
 1

B
lo

ck
 8

Block select

Pixel register load strobes

Register Bank
N 32 bit regs
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500 µm
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Need for a new architecture
• Double column bus occupancy and the number of EoC buffers implemented as in FE-I3 and 

power consumption do not scale well with size and higher event occupancy. 
All data is processed and copied to the EoC buffers, but only < 1% gets triggered!

• The basic idea is to store all the information as long as posible locally 
in the Pixel region and to transfer to the periphery only the amount 
of information that has really to be transferred off chip.

• We still want to keep the Time over Threshold option, as in FE-I3.

• Storing all information directly in the pixels is also not feasible as one 
buffer per pixel would surely not be enough, and two would not fit.

• Therefore the idea is to put together “as many pixels as possible” 
forming “local regions” of pixels that can share buffers and logic 
in order to optimize the overall number of needed buffers. 

• There has to be a compromise between the number of pixels 
grouped together which leads to a lower number of buffers, 
but a higher complexity in the routing and combinational logic 
needed to deal with the common region.

EoC buffers double
column

FE-I3

2x2 (or 2x4) 
region

CK & LV1
Output Data

FE-I4

50 µm
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Analog FE cell block diagram

• Uses a triple-well NMOS for the input device. The second stage uses a PMOS input. 

• It is a charge preamplifier AC-coupled to a closed loop 2nd stage. 

• The preamplifier feedback is done with two FETs, CF is 15fF, and there is an active, 
differential, leakage compensation circuit. 

• The 2nd amplifier is DC-coupled to a comparator with global threshold setting and 
local per pixel threshold tuning capability based on 5-bit DAC.

CC/CF2=5.8CF=17fF

4 bits 5 bits

12 bit
configuration

word per Pixel

design by
Abderrezak
Mekkaoui
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Pixel Digital Region
• Comparator in FE-I3 was used to: 

- Flag presence of charge particle (comp. edge), 

- Measure arrival time (leading edge), 

- Measure ToT (comp. width).

• In FE-I4 we will: 

- Use comparator out pulse to measure ToT. 

- Require a min. ToT (ToT > 50:75 ns) 
in order to flag a particle.

- In this case use the leading edge as 
timestamp for the whole region.  
This leads to small time-walk!

- Use ToT of small pulses for tracking information, in local clusters of Pixels.

- Maybe use the presence of small ToT signals as “noise hits” detection for calibration...
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small ∆t

big ∆t
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0.1%

1%

10%

LHC

1.6 %
sLHC

4xLHC
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Simulations
• A nice and formally correct simulation environment is the key point in being able to 

perform all the necessary checks that will lead us to a working FEI4 implementation.

- High level C++ simulation environment developed at Bonn that uses physics data.

- Analog Verilog description (at different levels of detail) of the analog part of the FE.

- Verilog description of some of the proposed architecture simulations of the digital 
double column of the FE pixel chip.

• We are now starting the integration of the simulations in order to be able to compare 
different models at different levels of accuracy.

4xLHC

sLHC

0.22 %
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Local Buffer depth effects

• Inefficiency as function of Local Buffer Depth.

2x2 Pixel Region 4x2 Pixel region10%

1%

0.1%

BL@LHC

2 x LHC

SLHC

10%

1%

0.1%

4x2 Pixel Region2x2 Pixel Region

Larger region

Faster Erase

More Buffers

Simulation work is 
critical in order to 
understand correct 
scaling of most available 
parameters.
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Output Data Format
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• The ROD presently understands words consisting of 13 address bits 
(5 column + 8 row) and 8 data bits (currently TOT). However, through FPGA 
programming alone this can be changed to a maximum of 31 bits total. 

• The ROD could handle DC balanced data decoding as well. However, the word 
limit would still be 31 bits (28 bits are preferred) INCLUDING the encoding. 

• Proposal for FE-I4 data output format:

- 15 bits address (8 rows + 7 columns)

- 10 bits data (4/pixel in pair + 2 neighbor)

- 25 total before DC balancing (assume DC balancing will be added)

Col. (0-up to 128) Regions (0-256) Charge for 
bottom row 
pixel (0-15)

Charge for 
top row 
pixel (0-15)

TN BN

• For FE-I4 there will be a 5 or 6 bit chip ID to cover a whole stave (was 4bit). 
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Data / Strobe encoding
• This encoding transmits Data and Clock information on two separate signal lines.

Data

CK
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Data / Strobe encoding
• This encoding transmits Data and Clock information on two separate signal lines.

• The Strobe line is encoded, based on clock and Data, in such a way that at each clock 
cycle only Data or Strobe changes its logical value, as can be seen in the picture. 

Strobe

Data

CK
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Data / Strobe encoding
• This encoding transmits Data and Clock information on two separate signal lines.

• The Strobe line is encoded, based on clock and Data, in such a way that at each clock 
cycle only Data or Strobe changes its logical value, as can be seen in the picture. 

• Only Data and Strobe (no clock) are transmitted.

Strobe

Data

mailto:Roberto.Beccherle@cern.ch
mailto:Roberto.Beccherle@cern.ch


Roberto.Beccherle@ge.infn.it Vertex 2008, July 28–August 1, 200815

Data / Strobe encoding
• This encoding transmits Data and Clock information on two separate signal lines.

• The Strobe line is encoded, based on clock and Data, in such a way that at each clock 
cycle only Data or Strobe changes its logical value, as can be seen in the picture. 

• Only Data and Strobe (no clock) are transmitted.

• The advantages of this coding scheme are an easy clock recovery (without the use of 
any PLL / DLL circuit, just a simple XOR circuit) and good tolerance to jitter. 

D xor S

Strobe

Data
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Data / Strobe encoding
• This encoding transmits Data and Clock information on two separate signal lines.

• The Strobe line is encoded, based on clock and Data, in such a way that at each clock 
cycle only Data or Strobe changes its logical value, as can be seen in the picture. 

• Only Data and Strobe (no clock) are transmitted.

• The advantages of this coding scheme are an easy clock recovery (without the use of 
any PLL / DLL circuit, just a simple XOR circuit) and good tolerance to jitter. 

• Another advantage is that it is easy to detect, and eventually correct, a SEU and/or data 
corruption on one of the two lines.
In case of a single bit data corruption one will detect two signal transitions in one 
clock cycle.

D xor S

Strobe

Data

CK
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160 MHz

T0 T1 T2 T3 T4 T5 T6 T7D0 D1 D2 D3 D4 D5 D6 D7

Trigger & Configuration Data 
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160 MHz

T0 T1 T2 T3 T4 T5 T6 T7D0 D1 D2 D3 D4 D5 D6 D7

40 MHz

Trigger & Configuration Data 
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160 MHz

T0 T1 T2 T3 T4 T5 T6 T7D0 D1 D2 D3 D4 D5 D6 D7

40 MHz

Trigger 0 Trigger 2 Trigger 4 Trigger 6

Trigger 1 Trigger 3 Trigger 5 Trigger 7

Data 0 Data 2 Data 4 Data 6

Data 1 Data 3 Data 5 Data 7

Trigger & Configuration Data 
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160 MHz

T0 T1 T2 T3 T4 T5 T6 T7D0 D1 D2 D3 D4 D5 D6 D7

40 MHz

Trigger 0 Trigger 2 Trigger 4 Trigger 6

Trigger 1 Trigger 3 Trigger 5 Trigger 7

Data 0 Data 2 Data 4 Data 6

Data 1 Data 3 Data 5 Data 7

40 MHz

T0 T2 T4 T6

T1 T3 T5 T7

D0 D2 D4 D6

D1 D3 D5 D7

Trigger

Data

80 Mb/s

80 Mb/s

Trigger & Configuration Data 
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Uplink data format
• Different concepts are under study, this one relies on what has been done for the MCC

• Exact definition of all fields coming from the FE-I4 double columns still must be defined.

• Data Push architecture, in response to a Trigger an Event has to be produced!

• Data format is Header + N*(Data + Sync) + Trailer.  There is also a Null word.

• Header is the Trigger (6 bits) or the Configuration command header (6 bits) plus the 
command identifier (4 bits).

• Data are a multiple of two [four] bytes of data bits (16 [32] bits)

• Sync is formed by the odd parity of the first and second half of Data (2 bits).

• Trailer is a 18 [34] bit “all zero” word 
 ‘00_0000_0000_0000_0000[_0000_0000_0000_0000]’

• The Null word is a 16 [32] bit word with an even parity in the Sync position.

• Data bits can eventually have a prefix that tells the chip address and/or the FE subregion 
to which data belongs.  This option would allow to collect data from different FE chips 
being able to uniquely identify the different data streams.
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FEI4 Prototype: Submission & Tests

• On March 24th we had a multi project chip submission via Mosis.

- We submitted three different test chips.

- We used IBM CMOS8RF 8 metal layers 0.13µm technology.

• Chips came back last week and are now under test!

• This will, hopefully, be the last test chip submission before the full scale FE-I4 
submission planned for spring 2009.

• Main goal of the chips submission are:

- Fine tune last parameters in the Analog FE circuitry and to understand “chip level” 
issues.

- Perform irradiation up to 200 MRad.

- Study SEU effets both on StdCell library and on dedicated SEU robust memory cells.

- Noise coupling between analog and digital blocks.
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“I've performed some initial tests on the 
FEI4_P1 chip and am glad to announce that 
things seem to work as expected so far.”

Abder - Tue 29th Jul

mailto:Roberto.Beccherle@cern.ch
mailto:Roberto.Beccherle@cern.ch


Roberto.Beccherle@ge.infn.it Vertex 2008, July 28–August 1, 2008

4 mm

3 mmAnalog Front
 End matrix

19

• Main part is a matrix of analog FE 
design.

- Size and layout are as “final” as 
possible: ( 50 µm x 145 µm).

- Two stage preamp design.

- 12 configuration bits/pixel.

• Target pixel size is 50 µm x 250 µm, 
organized in 64 columns x 350 rows. 

• The array is not uniform (some design 
variations). The columns are uniform 
(same pixel type). 

• Besides the main array (analog part of 
the Pixel cell), there are several 
independent blocs (DACs, LDO, 
Control logic, charge pump, current 
reference).

INFN

Bonn

Bonn

Bonn

Nikhef

LBNL
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LVDS Driver & Receiver chip
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• This chip will provide a small package that can be used for CMOS <=> LVDS conversion.

- This approach has proven to be very useful in the past. 

• 4 CMOS-LVDS TX, 4 LVDS-CMOS RX, 4 CMOS inputs and 4 CMOS outputs.

• 40MHz operation and 320MHz LVDS loopback mode.

1.8 mm

0.8 mm
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• 7 different blocks of shift registers are implemented, 
with registers coming from two different designs 
(based on a design done by LBNL in 2004.). 

• To separate the sensitive pair node we use a 
structure with interleaved layout.

• Each Register bloc consists of a bank of order 200 triple-redundant latches.

Dice 1 Dice 2 Dice 3

Digital SEU test chip

Dice 1 Dice 2 Dice 3
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Conclusions & Outlook
• I tried to focus on the motivations that brought us to the definition of a completely 

new architecture for the ATLAS Pixel detector module, even for the B-Layer 
replacement that will take place sometime between 2012 and 2013.

• The new architecture will have to be “compatible” with sLHC requirements.

• The collaboration should work on both projects, so the most natural thing to do 
seems to use the B-Layer replacement as an intermediate step towards sLHC.

• We recently submitted the FEI4 Proto-1 and two additional test chips. 

- Chips are currently under test.

- Testing will be a main issue in the next months.

• Work on the final FEI4 chip has begun, Chip specifications are being 
frozen,Collaborative tools have been set-up.

• Simulation at different levels is ongoing and we are now actively evaluating different 
architecture solutions in order to find a “best fit” on a rather short time scale.

22

mailto:Roberto.Beccherle@cern.ch
mailto:Roberto.Beccherle@cern.ch


Roberto.Beccherle@ge.infn.it Vertex 2008, July 28–August 1, 2008

Spare Slides
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Design collaboration

24

• All: New architecture development

• LBNL: Analog FE, Pad frame, DAC’s, Integration,... 

- Abder Mekkaoui, Dario Gnani 

• Bonn: LVDS, Linear regulators, DAC’s, ... 

- Marlon Barbero, Michael Karagounis, David Arutinov, Tomasz Hemperek 

• CPPM: Analog pixel, SEU latches,... 

- Mohsine Menouni 

• Genova: Data I/O, Simulation,... 

- Roberto Beccherle

• Nikhef: Voltage reference, slow control,... 

- Ruud Kluit.
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Collaborative tools
• Regular meetings between the large and distributed design teem are scheduled every 

week.

• We chose, tested and put into operation a collaborative tool allowing the community 
to share the design, libraries and simulations between the labs that collaborate to the 
project.

• The chosen tool is
 ClioSoft SOS via DFII.

• It is a CVS like approach that 
is nicely integrated into 
Cadence.

- The server is at LBNL.

- Local copies are shared 
between the different labs.

- Efficient caching makes it 
easy to use, maintain and 
backup.
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FE-I4: double hit inefficiency
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DC balancing
• One has to consider the possible need to encode/decode a DC balanced data stream.

• DC balancing can have a high bandwidth overhead.

✓ 25% in case of an 8b/10b code (FireWire), and 3% with a 64b/66b code (10 Gbit Ethernet).

• Probably different codings will be required in the Uplink and Downlink in order to 
minimize bandwidth requirements and design complexity.

• DC balancing in the downlink should only affect the Configuration and NOT the 
Trigger command channel.  If this is true, the result will be in a slower configuration of 
the FE chips.

• In order to ensure this behaviour a 10b/12b coding would be fine, but not 8b/10b. 

• A 10b/12b code would leave 53 Mb/s available for configuration on a 160 Mb/s link.

40 MHz

Trigger

Data
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Staves: new materials 
develpment & measurement

0.6 W/cm2  Differential from sensor to coolant wall is 10.6˚C 
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baseline foam 6 W/mK!
foam=15W/mK!
foam=15W/mK, CC=250/25/250!
foam=15W/mK, Cable=200W/mK!

10 W/mK foam 

1016 planar, 600 V, fully depleted 

Allcomp foam 

3in by 6in by 2in thickness block 

100 ppi and 0.12 g/cc 

Gravity sag <5 microns 

Thermal distortion < 10 microns 
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Preamp Bloc diagram

Leakage Comp. Transistor

Local Feedback tuning 4b

Feedback structure 

Injection switches and caps Core Preamp 



Nominal preamp schema7c

Straight regulated cascode, for electron collection (positive going output)



Feedback structure

Feeback 

Leakage Current 
compensation  



Amp2 schema7cs
Folded regulated cascode, (negative going 
output)



Discriminator schema7cs

Classical 2 stage design. 3 different transistor flavors!




