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A) Introduction
Missing Transverse Energy (MET) is used to 
estimate the missing energy and 
momentum carried away by undetected 
particles

-- neutrinos

-- invisible particles predicted by BSM 
models

Even in events with no intrinsic MET, 
imperfect detector resolutions introduce 
spurious MET

Both SM and BSM analyses require an 
accurate characterization of MET
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A) Introduction
The CMS Collaboration has performed a comprehensive study of the 
reconstruction and performance of MET at the CMS detector for our 
full 2012 8 TeV pp dataset.

A publication focused on the following points will be released soon

1. The commissioning of MET filters to remove spurious MET events 
coming from detector noise

2. The evaluation of MET performance at CMS via Vector Boson + 
Hadronic Recoil events

3. The commissioning of two pileup mitigating MET algorithms

4. The commissioning of MET significance, a algorithm/variable that tests 
the compatibility of the observed MET with a nominal 0 MET value
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B) MET Reco./Corrections

2a) Propagate the jet energy corrections (JEC) into the MET 
computation (Type 1 -- PF and Calo)

2b) Reduce the biases induced by neutral hadrons coming 
from pileup interactions (Type 0 -- Just PF) 

2c) Correct for an observed MET Phi asymmetry (All MET 
types)

2d) Compensate for observed jet energy resolution (JER) 
differences in data and simulation by smearing the individual 
JERs in simulation (approx. 10% smearing -- PF and PU 
Reducing)
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 MET reconstruction & corrections

6

     Particle-flow (PF) MET!                 Calo MET 

!

MET corrections 
• Type-1 correction : propagation of jet energy correction to the MET computation 

                PFMET and CaloMET 

• Type-0 correction : reduce effects of pileup by subtracting charged hadrons and 
compensating for imbalance from neutral hadronic component 

                 only PFMET 

• Phi correction : correction of the phi modulation derived from Z→µµ events 

                 all MET types 

• Jet energy resolution smearing : correction of jet resolution differences between data 
and MC simulation by smearing jet resolution of MC ~10% (details here)   all MET types
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PF METCalo MET

Basic mode of MET reconstruction at CMS:

1) Calculate basic MET variable

8 4 Reconstruction of E/T

associated scalar sum of the transverse momenta of the PF particles. The less commonly used227

Calo ~E/T is calculated using the energies contained in calorimeter towers and their directions228

relative to the centre of the detector. The sum excludes energy deposits below noise thresholds229

but is corrected if muons are present for their calorimeter deposits by adding their momentum230

to the sum.231

In the following sections, we present the performance of PF ~E/T and Calo ~E/T, giving primary232

attention to PF~E/T. In addition, two advanced ~E/T reconstruction algorithms specifically devel-233

oped to mitigate effects from large numbers of pileup interactions are discussed in Section 7.234

The magnitude of the ~E/T can be underestimated or overestimated for a variety of reasons,235

including minimum energy thresholds in the calorimeters, pT thresholds and inefficiencies in236

the tracker, and the nonlinearity of the response of the calorimeter for hadronic particles due to237

its non-compensating nature. This bias is significantly reduced by correcting the pT of the jets238

to the particle-level pT using the jet energy corrections [22]:239

~E/
corr
T = ~E/T �~Djets = ~E/T �Â

jets
(~pcorr

T,jet �~pT,jet), (2)

where the superscript “corr” refers to the corrected values. The sum extends over all jets240

with an electromagnetic energy fraction below 0.9 and a corrected pT > 10 GeV (20 GeV) for241

PF ~E/T (Calo ~E/T).242

Further corrections improve the performance of the ~E/T reconstruction in events with large243

numbers of pileup interactions. The contribution to the genuine ~E/T from such interactions is244

close to zero, as the probability to produce neutrinos is small in minimum bias interactions. The245

vectorial ~pT sum of charged particles is therefore expected to be well balanced by that of neutral246

particles. However, the nonlinearity and minimum energy thresholds in the calorimeters cause247

~E/T to point on average in the direction of the vectorial ~pT sum of neutral particles.248

We correct for this effect by using the vectorial ~pT sum of charged particles associated with
pileup vertices as an estimator of the induced ~E/T. The correction is parametrized by f (v) =
c1 · v · (1.0 + erf(�c2 · vc3)) where ~v = Âcharged ~pT is the vectorial ~pT sum of charged particles
associated with a given pileup vertex and v ⌘ |~v|. The coefficients c1 = �0.71, c2 = 0.09, and
c3 = 0.62 are obtained by fitting the ~E/T component parallel to the ~v direction as a function
of v in simulated minimum bias events with exactly one generated pp interaction. When this
correction is applied to the data and simulation samples with pileup interactions, the factor
f (v) · v̂, which gives the expected total ~E/T for each pileup interaction, is summed over all
pileup vertices and is subtracted from the reconstructed ~E/T:

~E/
corr
T = ~E/T �~DPU = ~E/T �Â

PU
f (v)v̂. (3)

Although particles are on average produced uniformly in f, some f-asymmetry is observed in249

the ~pT sums of calorimeter energy deposits, tracks, and particles reconstructed by the particle-250

flow algorithm, leading to a f-asymmetry in ~E/T. The sources of the asymmetry have been251

identified as imperfect detector alignment, inefficiencies, a residual f dependence of the cali-252

bration, and a shift between the centre of the detector and beamline [23].253

The f-asymmetry is present not only in the data but also in simulated events. The observed254

~E/T f-asymmetry is due to a shift in the ~E/T components along the x and y detector axes (de-255

noted by E/x and E/y respectively), which increases approximately linearly with the number of256
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reconstructed vertices. This correlation is utilized for a correction procedure. The f-asymmetry257

corrections are determined separately for data and simulated events. Linear functions are fitted258

to the correlation of E/x and E/y to Nvtx, the number of reconstructed vertices:259

hE/xi = cxo + cxs · Nvtx,
⌦

E/y
↵

= cyo + cys · Nvtx. (4)

The linear dependence of hE/xi and hE/yi on Nvtx is used to correct ~E/T on an event-by-event260

basis as:261

E/x
corr = E/x � hE/xi = E/x � (cx0 + cxs · Nvtx),

E/y
corr = E/y �

⌦
E/y

↵
= E/y � (cy0 + cys · Nvtx). (5)

The coefficients cx0 , cxs , cy0 , and cys are determined separately from Z ! µ+µ� candidate events262

in data and simulation samples. These coefficients for the PF ~E/T are shown in Table 1.263

Table 1: The parameters for the ~E/T f-asymmetry corrections for PF ~E/T for data and simulation.
cx0 (GeV) cxs (GeV) cy0 (GeV) cys (GeV)

Data 0.05 0.25 �0.15 �0.08
Simulation 0.16 �0.24 0.36 �0.13

In this paper, the correction ~Djets defined in Eq. (2) is applied to both PF and Calo ~E/T, while264

the pileup correction ~DPU defined in Eq. (3) is applied only to PF ~E/T, as the information from265

tracking needed for determination of ~DPU is not used in the Calo ~E/T calculation. All the E/T266

distributions are further corrected for the f-asymmetry. In simulated events, jet momenta are267

smeared in order to account for the jet resolution differences between data and simulation [22],268

and the ~E/T is recomputed based on the smeared jet momenta.269

5 Large E/T due to misreconstruction270

Spurious or irrelevant detector signals can cause fake ~E/T signatures that must be identified and271

suppressed. In Ref. [3] we showed the results of studies of anomalous high-~E/T events in the272

data collected during 2010 LHC running, associated with particles striking sensors in the ECAL273

barrel detector, as well as those caused by beam-halo particles and ECAL dead cells. Studies274

of anomalous ~E/T events caused by (1) HCAL hybrid photodiode and readout box electronics275

noise and (2) direct particle interactions with the light guides and photomultiplier tubes of the276

forward calorimeter are discussed in Ref. [24].277

In the 2012 data, we have identified several new types of anomalous events populating the278

high ~E/T tail. There are a few channels in the ECAL endcaps that occasionally produce high-279

amplitude anomalous pulses. The affected events are identified by the total energy and the280

number of low-quality hits and are removed. A misfire of the HCAL laser calibration system281

in the HCAL barrel (HB), endcap (HE), or forward (HF) regions can produce false signals in282

almost all channels in a subdetector. If this misfire overlaps with a bunch crossing and it results283

PU Reducing MET
More details later

2) Correct the “raw” MET to account for detector 
nonlinearities, mismodeling of object scales/resolutions, etc.
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C) MET Filters

There are many possible sources of spurious 
noise signals that can induce large MET 
values including:

•Beam halo particles

•Laser calibration system misfires

•Nonfunctioning detector elements

•Extreme track misreconstructions

6
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C) MET Filters
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Plot on left shows performance 
of MET filters in the context of 
Dijet events

Good Data/MC agreement 
after applying filters

Notable features in the pre-
cleaning MET spectrum:

• HCAL laser calibration misfires 
(bump around 600 GeV)

• Electronics noise in HB and HE 
(tail starting at 1.5 TeV)
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D) MET Scale and Resolution

8

To quantify MET resolution and scale, we study V 
+ jets events (where V = Z or Photon) 

Define hadronic recoil vector, uT, 

based off of balance in the transverse plane,

Project the hadronic recoil onto the axis defined 
by the probe particle (Z or Photon)

The parallel, Upar, and perpendicular, Uperp, 
components of the hadronic recoil can 
subsequently be used to quantify MET resolution 
and scale

 --<Upar>/qT defines MET energy scale/response

The spread of Upar + qT and Uperp characterize 
MET resolution -- use a Voigtian fit to extract the 
width parameter

12 6 Missing transverse momentum scale and resolution
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Figure 5: The PF~E/T distribution in events with Z ! µ+µ� (left), Z ! e+e� (middle), and
direct-photon events (right). The points in the lower panel of each plot show the data/MC
ratio, including the statistical uncertainties of both data and simulation; the grey error band
displays the systematic uncertainty of the simulation.

verse plane requires~qT +~uT + ~E/T = 0. By definition, the recoil is therefore the negative sum of349

the induced ~E/T and ~qT. Figure 6 summarizes these kinematic definitions.350

Figure 6: Illustration of Z ! `+`� (left) and direct-photon (right) event kinematics in the
transverse plane. The vector ~uT denotes the vectorial sum of the transverse momentum of all
particles reconstructed in the event except for the two leptons from the Z decay (left) or the
photon (right).

The presence of a well-measured Z boson or direct photon provides both a momentum scale,351

qT ⌘ |~qT|, and a unique event axis, along the unit vector q̂T. The hadronic recoil can be projected352

onto this axis, yielding two signed components, parallel (uk) and perpendicular (u?) to the353

event axis. The direction of u? is defined by considering the oorinate frame based on the354

~qT axis. Since uk ⌘ ~uT · q̂T, and the observed hadronic system is usually in the hemisphere355

opposite the boson, uk is typically negative. The scalar quantity �huki/qT is refered to as the356

~E/T response, and the distribution of �huki/qT versus qT as the response curve.357

The ~E/T energy resolution is assessed with a parametrization of the uk + qT and u? distribu-358

tions by a Voigtian function, defined by the convolution of a Breit-Wigner distribution and a359

Gaussian distribution, as it is found to describe the observed uk + qT and u? distributions very360

well. The resolutions in uk and u?, denoted by s(uk) and s(u?), are given by the full width361

at half maximum of the Voigtian form, divided by 2
p

2 ln 2 ' 2.35. As with the response, the362

resolution is parametrized as a function of qT.363

12 6 Missing transverse momentum scale and resolution

 [GeV] TE
0 50 100 150 200

nu
m

be
r o

f e
ve

nt
s 

/ 4
 G

eV
 

10

210

310

410

510

610

710

data
µµ →Z 

VV
top
uncertainties

TEPF 

 [GeV] TE
0 50 100 150 200

D
at

a/
M

C

0.5

1

1.5

 (8 TeV)-1 19.7 fb

CMS

 [GeV]  TE
0 50 100 150 200

nu
m

be
r o

f e
ve

nt
s 

/ 4
 G

eV
 

10

210

310

410

510

610
data

 ee→Z
VV
top
uncertainties

TEPF 

 [GeV]  TE
0 50 100 150 200

D
at

a/
M

C

0.5

1

1.5

 (8 TeV)-1 19.7 fb

CMS

 [GeV]  TE
0 50 100 150 200

nu
m

be
r o

f e
ve

nt
s 

/ 4
 G

eV
 

210

310

410

510

610

710

data
+jetsγ

QCD
γγ

EWK
uncertainties

> 100 GeV
T

, qTEPF 

 [GeV]  TE
0 50 100 150 200

D
at

a/
M

C

0.5

1

1.5

 (8 TeV)-1 19.7 fb

CMS

Figure 5: The PF~E/T distribution in events with Z ! µ+µ� (left), Z ! e+e� (middle), and
direct-photon events (right). The points in the lower panel of each plot show the data/MC
ratio, including the statistical uncertainties of both data and simulation; the grey error band
displays the systematic uncertainty of the simulation.

verse plane requires~qT +~uT + ~E/T = 0. By definition, the recoil is therefore the negative sum of349

the induced ~E/T and ~qT. Figure 6 summarizes these kinematic definitions.350

Figure 6: Illustration of Z ! `+`� (left) and direct-photon (right) event kinematics in the
transverse plane. The vector ~uT denotes the vectorial sum of the transverse momentum of all
particles reconstructed in the event except for the two leptons from the Z decay (left) or the
photon (right).

The presence of a well-measured Z boson or direct photon provides both a momentum scale,351

qT ⌘ |~qT|, and a unique event axis, along the unit vector q̂T. The hadronic recoil can be projected352

onto this axis, yielding two signed components, parallel (uk) and perpendicular (u?) to the353

event axis. The direction of u? is defined by considering the oorinate frame based on the354

~qT axis. Since uk ⌘ ~uT · q̂T, and the observed hadronic system is usually in the hemisphere355

opposite the boson, uk is typically negative. The scalar quantity �huki/qT is refered to as the356

~E/T response, and the distribution of �huki/qT versus qT as the response curve.357

The ~E/T energy resolution is assessed with a parametrization of the uk + qT and u? distribu-358

tions by a Voigtian function, defined by the convolution of a Breit-Wigner distribution and a359

Gaussian distribution, as it is found to describe the observed uk + qT and u? distributions very360

well. The resolutions in uk and u?, denoted by s(uk) and s(u?), are given by the full width361

at half maximum of the Voigtian form, divided by 2
p

2 ln 2 ' 2.35. As with the response, the362

resolution is parametrized as a function of qT.363

12 6 Missing transverse momentum scale and resolution

 [GeV] TE
0 50 100 150 200

nu
m

be
r o

f e
ve

nt
s 

/ 4
 G

eV
 

10

210

310

410

510

610

710

data
µµ →Z 

VV
top
uncertainties

TEPF 

 [GeV] TE
0 50 100 150 200

D
at

a/
M

C

0.5

1

1.5

 (8 TeV)-1 19.7 fb

CMS

 [GeV]  TE
0 50 100 150 200

nu
m

be
r o

f e
ve

nt
s 

/ 4
 G

eV
 

10

210

310

410

510

610
data

 ee→Z
VV
top
uncertainties

TEPF 

 [GeV]  TE
0 50 100 150 200

D
at

a/
M

C

0.5

1

1.5

 (8 TeV)-1 19.7 fb

CMS

 [GeV]  TE
0 50 100 150 200

nu
m

be
r o

f e
ve

nt
s 

/ 4
 G

eV
 

210

310

410

510

610

710

data
+jetsγ

QCD
γγ

EWK
uncertainties

> 100 GeV
T

, qTEPF 

 [GeV]  TE
0 50 100 150 200

D
at

a/
M

C

0.5

1

1.5

 (8 TeV)-1 19.7 fb

CMS

Figure 5: The PF~E/T distribution in events with Z ! µ+µ� (left), Z ! e+e� (middle), and
direct-photon events (right). The points in the lower panel of each plot show the data/MC
ratio, including the statistical uncertainties of both data and simulation; the grey error band
displays the systematic uncertainty of the simulation.

verse plane requires~qT +~uT + ~E/T = 0. By definition, the recoil is therefore the negative sum of349

the induced ~E/T and ~qT. Figure 6 summarizes these kinematic definitions.350

Figure 6: Illustration of Z ! `+`� (left) and direct-photon (right) event kinematics in the
transverse plane. The vector ~uT denotes the vectorial sum of the transverse momentum of all
particles reconstructed in the event except for the two leptons from the Z decay (left) or the
photon (right).

The presence of a well-measured Z boson or direct photon provides both a momentum scale,351

qT ⌘ |~qT|, and a unique event axis, along the unit vector q̂T. The hadronic recoil can be projected352

onto this axis, yielding two signed components, parallel (uk) and perpendicular (u?) to the353

event axis. The direction of u? is defined by considering the oorinate frame based on the354

~qT axis. Since uk ⌘ ~uT · q̂T, and the observed hadronic system is usually in the hemisphere355

opposite the boson, uk is typically negative. The scalar quantity �huki/qT is refered to as the356

~E/T response, and the distribution of �huki/qT versus qT as the response curve.357

The ~E/T energy resolution is assessed with a parametrization of the uk + qT and u? distribu-358

tions by a Voigtian function, defined by the convolution of a Breit-Wigner distribution and a359

Gaussian distribution, as it is found to describe the observed uk + qT and u? distributions very360

well. The resolutions in uk and u?, denoted by s(uk) and s(u?), are given by the full width361

at half maximum of the Voigtian form, divided by 2
p

2 ln 2 ' 2.35. As with the response, the362

resolution is parametrized as a function of qT.363
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uk + qT u?

MET resolution dependence on energy scale of event
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MET resolution dependence on event pileup

Monday, August 25, 14



Table of Contents

D) PF MET  Res. vs. Nvtx

15

6.1 Measurement of PF E/T scale and resolution 13

6.1 Measurement of PF E/T scale and resolution364

The decomposition of recoil momentum into u? and uk components provides a natural basis in365

which to evaluate PF~E/T characteristics. Distributions of u? are shown in Fig. 7 for Z ! µ+µ�,366

Z ! e+e�, and direct-photon events. The component u? is expected to be centred at zero by367

construction, and to be symmetric as it arises primarily from random detector noise and the368

underlying event. Distributions of uk + qT are also shown in Fig. 7. Again by construction, uk369

is balanced with qT, thus making uk + qT centred around zero and approximately symmetric.370

The increased uncertainty in the uk + qT and u? distributions around ±70 GeV is due to the jet371

energy resolution uncertainty.372

The response curves extracted from data,�huki/qT versus qT, are shown in Fig. 8 for Z ! µ+µ�,373

Z ! e+e�, and direct-photon events. Deviations from unity indicate a biased hadronic recoil374

energy scale. The agreement between data and simulation is reasonable for each channel. The375

curves fit to Z data indicate that the PF~E/T is able to fully recover the hadronic recoil activity376

corresponding to a Lorentz boosted Z-boson with qT ⇠ 40 GeV. Below 40 GeV, the uncorrected377

unclustered energy contribution (energy not contained within jets or leptons) starts to be sig-378

nificant compared to the corrected energy of the recoiling jets, leading to an underestimation of379

the response. The curves fit to g + jets data are 2–3% lower than those fit to Z data at qT < 100380

GeV, an effect mainly attributed to the higher contamination of gluon jets in the hadronic recoil381

of QCD multijets events in the photon sample.382

The resolution curves, s(uk) and s(u?) versus qT, are shown in Fig. 9. The resolution increases383

along with qT, and the data and simulation curves are in reasonable agreement for each channel.384

The Z-boson and g + jets qT spectra differ from one another, and comparison of resolution385

curves between the Z and g + jets channels may be affected by their dependence on the qT386

spectrum. Thus, for the remaining resolution curves shown in this section, both Z-boson and387

g + jets events are required to satisfy qT > 100 GeV, and event-by-event reweighting of both Z388

data and simulation is applied to make a qT spectrum similar to that of g + jets data. Figure 10389

shows the resolution of the PF~E/T projections along the x and y axes as a function of Â ET. The390

Â ET is the scalar sum of ET of all the particles reconstructed by the particle-flow reconstruc-391

tion, except for dileptons from Z ! `+`� or photons. Resolution curves are found to be in392

agreement when comparing different channels and are well described by the simulation. The393

resolution curves for the components of PF~E/T can be parametrized by a linear relationship:394

s(E/x, E/y) = s0 + ss
p

Â ET, (6)

where s0 is the intrinsic detector noise resolution and ss is the ~E/T resolution stochastic term.395

The s0 parameter is not well constrained in the fits and has sizable uncertainties. The stochastic396

term is ss ⇠ 0.6 and is compatible for different channels, as shown in Table 2.397

Figure 11 shows the resolution curves s(uk) and s(u?) versus the number of primary vertices398

Nvtx, for both Z-boson channels and the g + jets channel. The offset of the curve is related to399

the resolution in Z or g + jets events without pileup and the dependence on Nvtx indicates how400

much the pileup degrades the ~E/T resolution. Since the hard-scatter interaction and each addi-401

tional collision are uncorrelated, these resolution curves can be parametrized by the function:402

f (Nvtx) =
r

s2
c +

Nvtx

0.7
⇥ s2

PU, (7)

18 7 Pileup-mitigated E/T
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Figure 11: Parallel (left) and perpendicular (right) recoil component resolution curves versus
the number of reconstructed vertices for PF~E/T for events with Z and g. Results are shown for
Z ! µ+µ� events (full blue circles), Z ! e+e� events (open red circles), and direct-photon
events (full green squares). The upper frame of each figure shows the response in data; the
lower frame shows the ratio of data to simulation.

Table 3: Parametrization results of the resolution curves for the uk and u? components as
functions of Nvtx. The parameter values sc and sPU are obtained from data. For each parameter,
we also present R, the ratio of values obtained in data and simulation. For the ratios, the
first uncertainty is from the fit, and the second uncertainty corresponds to the propagation
of the following into the parameterization: systematics uncertainties in the jet energy scale,
jet energy resolution, lepton/photon energy scale, and unclustered energy scale, as well as,
for photon events only, the systematic uncertainty assigned to the QCD multijet estimation
response correction described in Section 3.

Channel uk component
sc (GeV) R = sc(data)/sc(MC) sPU (GeV) R = sPU(data)/sPU(MC)

g + jets 13.70 ± 0.05 1.13 ± 0.03 ± 0.01 3.57 ± 0.01 1.02 ± 0.04 ± 0.10
Z ! e+e� 13.89 ± 0.36 0.94 ± 0.05 ± 0.03 3.36 ± 0.08 1.06 ± 0.05 ± 0.09
Z ! µ+µ� 14.25 ± 0.26 0.95 ± 0.03 ± 0.06 3.37 ± 0.06 1.07 ± 0.04 ± 0.11

u? component
sc (GeV) R = sc(data)/sc(MC) sPU (GeV) R = sPU(data)/sPU(MC)

g + jets 7.79 ± 0.04 1.15 ± 0.05 ± 0.03 3.28 ± 0.01 1.00 ± 0.03 ± 0.08
Z ! e+e� 8.24 ± 0.34 0.72 ± 0.09 ± 0.05 3.32 ± 0.05 1.10 ± 0.03 ± 0.10
Z ! µ+µ� 8.21 ± 0.26 0.79 ± 0.07 ± 0.05 3.33 ± 0.03 1.08 ± 0.03 ± 0.11
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uk + qT u?

CaloMET has worse performance vs. pileup

Z ! µµ
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E) PU mitigating MET algorithms

17

Increasing instantaneous luminosity → increasing pileup

→PF MET resolution degrades by 3.3 - 3.6 GeV for each additional 
PU interaction

The CMS Collaboration has commissioned two pileup mitigating MET 
algorithms:

1) No PileUp PF MET -- a weighted sum of PF particles

2) MVA PF MET -- MET calculation using a BDT regression

(two versions of MVA training -- unity and non-unity response)

Basic idea: combine standard PF object ID with pileup ID algorithms → 
mitigate MET resolution degradation from PU

As a tradeoff, sacrifices some MET response (unity MVA training helps 
this somewhat)
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Z ! µµ Z ! ee� + jet(s)

Systematics cover observed 
data/MC discrepancies
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Z ! µµ Z ! ee� + jet(s)

Systematics cover observed 
data/MC discrepancies
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Z ! µµ Z ! ee� + jet(s)

Systematics cover observed 
data/MC discrepancies
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E) NoPU PF MET Scale

As noted before, NoPU MET algorithm sacrifices some of the MET 
response in exchange for improved resolution.
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E) MVA PF MET Scale

As noted before, MVA MET algorithm with non-Unity training sacrifices 
some of the MET response in exchange for improved resolution
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E) MVA Unity PF MET Scale

As shown on last slide, without Unity response, MVA MET algorithm 
loses MET response
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PU Mitigation algorithms greatly help with 
MET resolution degradation from Pileup

Z ! µµ Z ! ee� + jet(s)
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F) MET Significance
Many BSM searches benefit from the ability to distinguish genuine MET 
sources (SUSY, DM, etc.) and spurious MET sources (e.g. Multijet, DY + jets)

The CMS Collaboration has developed the MET significance variable (S) to 
achieve this goal

S evaluates the likelihood that the observed MET in an event is compatible 
with just object mismeasurements -- that is, no “true MET” needed

25

–!Nathan Mirman!

MET Significance!
!  MET Significance compares the observed MET in each event 

to the uncertainty on the MET.!

!
!

!  Here, the uncertainty σET is modeled event-by-event in two 
dimensions (px,py).!

!  The shape of σET is sensitive to the event topology as well as 
specific resolutions (e.g. JER).!

!  In the Gaussian case, S is a χ2 variable with two degrees of 
freedom. !

!  S evaluates the consistency of a given observation of nonzero 
MET with the null hypothesis, MET=0.!

27 June 2014!MET Significance!

p
x

py
MET!

uncertainty!
~E/ Tp

x

py

~E/ T

Real MET (S � 1) ! Fake MET (S�1)!

S ⇠ E/ 2
T

�2
6ET

2!
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F) MET Significance
Events are broken down into two components:

1. Individual Jets from hard scatter (pT > 20 GeV) 

2. The underlying soft hadronic component composed of PU jets, underlying 
event activity, etc. (i.e. all PF jets with pT < 20 GeV)

-- particles in 2. get grouped into a single “pseudo-jet”

26
–!Nathan Mirman!

Pseudojet and real jets: the overall picture!

27 June 2014!MET Significance!

/!(pT > 20 GeV)!
(pT < 20 GeV)!

6!–!Nathan Mirman!

Pseudojet and real jets: the overall picture!

27 June 2014!MET Significance!

/!(pT > 20 GeV)!
(pT < 20 GeV)!
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F) MET Significance
We evaluated the performance of S in two overall classes of 
events

1. METtrue = 0 → jet resolution tuning, general performance, and 
testing in zero-MET scenarios

1.1. Z⇒μμ

1.2. Dijets

2. METtrue > 0 → validate signal/bkgd. discriminating performance

2.1. W⇒eν

2.2. Semi-leptonic ttbar

27
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Dijets
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W⇒eν

Monday, August 25, 14



Table of Contents

Background efficiency
-210 -110 1

Si
gn

al
 e

ffi
ci

en
cy

0

0.2

0.4

0.6

0.8

1

 (8 TeV)-119.7 fb

CMSTE
TH/TE

Significance
Significance (FFT)

F) MET Significance (MET > 0)

30

W⇒eν

Major backgrounds in the 
leptonic W selection are 
“spurious MET” events (DY, 
QCD)

S demonstrates a performance 
boost relative to other standard 
discrimination variables

–!Nathan Mirman!

Background rejection performance!

!  In W→eν events, METSig 
provides addition background 
rejection over simpler methods.!

!  In semi-leptonic ttbar, METsig 
provides background rejection 
comparable to MET and 
MET/√HT.!

!  Both signal and background 
events contain real MET.!

27 June 2014!MET Significance! 12!
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Background efficiency
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–!Nathan Mirman!

Background rejection and pile up!
W→eν channel!

!  As PU increases, the MET variance 
(denom.) increases. !

!  The real MET remains constant!
!  For reasonable selection cuts the 

signal efficiency can vary by a factor 
of 1.5�2 as PU increases. !

!  The W→eν signal has real MET, 
whereas the backgrounds 
predominantly do not.!

!  With increasing PU:!
!  Signal efficiency decreases.!
!  Background efficiency remains 

fixed.!
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W ! e⌫

Backgrounds for leptonic W selection are relatively 
stable against PU, while the leptonic W events are not
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W⇒eν

Jet resolution functions have non-Gaussian tails

Convolve the individual objects’ non-Gaussian resolutions using FFT
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G) Conclusions/Summary
We have performed a comprehensive performance study of the MET variable 
with the full 2012 8 TeV pp dataset and corresponding simulation:

• MET filters have strong performance in removing fake MET events

• Standard PF MET is well modeled by the CMS simulation and shows consistent 
performance across different channels

• We have fully commissioned two PU Mitigating algorithms to combat the 
worsening of MET resolution from pileup (PF MET suffers a degradation of 3.3 -- 
3.6 GeV in quadrature for each additional PU interaction)

• Both algorithms are acceptably modeled by the CMS simulation and both 
demonstrate notable improvements in the MET resolution dependence on 
pileup

• We have also commissioned the MET significance variable, which has stronger 
discrimination powers than standard MET related variables when it is used to 
demarcate between signals with “true MET” and backgrounds with “spurious 
MET”

33
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MET Filters Selection Details

35

Events for MET filters dijet selection were 
collected using a single jet trigger requiring a 
PF jet with pT > 320 GeV

To maximize trigger efficiency we require the 
leading jet have pT > 400 GeV

To ensure that we are using dijet events we 
require a second leading jet with pT > 200 GeV
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Basic Selection criteria

Kinematic cuts : pT > 20 GeV, |eta|< 2.1
di-muon mass window: 60 to 120 GeV

Kinematic cut: pT > 20 GeV, |eta| < 
1.444 or 1.57 < |eta| < 2.5
di-electron mass window: 60 to 120 GeV

Kinematic cut: pT > 40 GeV, |eta| < 
1.444

36

Z ! µµ

Z ! ee

� + jet(s)
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MET Scale and Resolution

37

The main sources of events depend upon the channel

Z channels:

SM DY, ttbar, single-top, VV (V = Z/W)

Single Photon:

Gamma + Jet, QCD, W+Jets, Diboson, VG

All sources are modeled with simulation (Madgraph, 
Pythia, Powheg) except for QCD, which is modeled 
using a data-driven method
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QCD Estimation for Photons
To mitigate the effects of large statistical weights on the QCD multijet 
simulation, the expected contribution of QCD events to the final 
photon selection is estimated using a data-driven method.

We define a QCD enriched region of events using a selection of 
photon events where the photon failed a specific isolation cut 
(charged hadron isolation)

For a given desired spectrum we want to plot, we take data from this 
QCD enriched region and remove the expected non-QCD backgrounds 
from this region using their estimation from simulation

This “QCD Data” spectrum is then normalized to the nominal expected 
QCD contribution in the main selection (using Data - nonQCD MC 
from main selection)

Shape corrections are applied to the “QCD Data” to account for 
response differences for events from the two selections (main and 
QCD-enriched) -- see next slide

38
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QCD Recoil Correction

We estimate the contribution of QCD multijet events to our 
final selection region by plugging in events from an isolation 
sideband of data.

We utilize QCD multijet simulation to estimate the systematic 
bias that comes from this extrapolation and subsequently 
correct for this bias

Correction = fit to the ratio of MET scale vs. qT for QCD 
multijet MC events from the two photon candidate isolation 
regions

Systematic uncertainty intrinsic to the correction is based on fit 
parameter values and correlations

39
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MET Systematics

40

As a composite object, MET is subject to energy scale (ES) and 
resolution (ER) uncertainties on all visible objects

• Leptons

• Electron ES: 0.6% (barrel) / 1.5% (endcap)

• Muon ES: 0.2%

• Photon ES: same as Electrons

• Unclustered ES: 10%

• Jet ES: 2-10%

• Jet ER: 6-15%

• QCD estimation uncertainty (photon events only): 5%
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41

Pileup has several adverse effects on event 
reconstruction

-- Smears out MET resolution

-- Deposits energy in isolation cones of 
probe particles (leptons/photons) 
interfering with proper ID/energy 
measurement

In order to have sensible data/MC 
comparisons, MC PU re-weighted to match 
observed distribution in data

Systematic uncertainties are:

Inelastic scattering xsec (4.5%)

Instantaneous lumi measurement (2%)

Z ! µµ
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Z ! µµZ ! ee

Well-modeled within systematics
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Z channels show good Data/MC agreement

Photon qT reweighted for Data/MC agreement

Z ! µµZ ! ee � + jet(s)
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MET x MET y

MET resolution dependence on total hadronic activity in event
Sum ET = (Standard SumET - photon/leptons ET)
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Parameter Fit: PF Res. vs. Sum ET

45

6.1 Measurement of PF E/T Scale and Resolution 13

6.1 Measurement of PF E/T Scale and Resolution364

Distributions of the component of the recoil calculated from PF~E/T that is perpendicular to the365

boson axis, u?, are shown in Fig. 7 for Z ! µ+µ�, Z ! e+e�, and photon events. According366

to the definition of ~uT, u? is expected to be zero centered. Distributions of uk + qT, where uk367

is the component of the recoil parallel to the boson axis, are also shown in Fig. 7. The back-to-368

back nature of events implies that uk is balanced with qT, thus making uk + qT centred around369

zero and approximately symmetric. Due to the nature of the perpendicular recoil component370

energy fluctuations (detector noise and underlying event), the distribution of u? is symmetric.371

The uncertainty on the uk + qT and u? distributions increases around ±70 GeV due to the jet372

energy resolution uncertainty.373

The response curves extracted from data, �huki/qT versus qT, are shown in Fig. 8 for Z !374

µ+µ�, Z ! e+e�, and photon events. Deviations from unity indicate an biased hadronic recoil375

energy scale. The agreement between data and simulation is reasonable for each channel. The Z376

curves indicate that the PF~E/T is able to fully recover the hadronic recoil activity corresponding377

to a boosted Z of qT ⇠ 40 GeV. Below 40 GeV, the uncorrected unclustered energy contribution378

starts to be significant compared to the corrected energy of the recoiling jets, leading to an379

under-estimation of the response. The g + jets curves are 2–3% lower than the Z curves at380

qT < 100 GeV, which is mainly attributed to the higher fraction of gluon jets in the hadronic381

recoil in photon events because of a sizable amount of QCD multijets background.382

The resolution curves, s(uk) and s(u?) versus qT, are shown in Fig. 9. The resolution increases383

with increasing qT, and the data and simulation curves are in reasonable agreement for each384

channel.385

Since the qT spectrum is not the same between the Z and g + jets channels, the comparison of386

resolution curves between the Z and g + jets channels may be affected due to their dependence387

on the qT spectrum. Thus, for the remaining resolution curves shown in this section, both Z388

and g + jets events are required to satisfy qT > 100 GeV and a reweighting of both Z data389

and simulation is applied on an event-by-event basis to make a qT spectrum similar to that of390

g + jets data. Figure 10 shows the resolution of the PF~E/T projections along the x and y axes391

as a function of Â ET. The Â ET is the scalar sum of ET of all the particles reconstructed by392

the particle-flow reconstruction except for dileptons from Z’s or photons. Resolution curves393

are found to be in agreement between different channels and well described by the simulation.394

The resolution curves can be parametrized by:395

s(E/x, E/y) = s0 + ss
p

Â ET, (6)

where s0 is the intrinsic detector noise resolution and ss is the ~E/T resolution stochastic term.396

The s0 parameter is not well constrained in fits and has sizable uncertainties. The stochastic397

term is ss ⇠ 0.6 and is compatible for different channels as shown in Table 2.398

Figure 11 shows the resolution curves s(uk) and s(u?) versus the number of primary vertices399

Nvtx, for both Z channels and the g + jets channel. The offset of the curve is related to the400

resolution in Z or g + jets events without pileup and the dependence with respect to Nvtx indi-401

cates how much the pileup degrades the ~E/T resolution. Since the hard-scatter interaction and402

each additional collision are uncorrelated, these resolution curves can be parametrized by the403

function:404
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Table 2: Parametrization results of the resolution curves for the components of ~E/T, as func-
tions of Â ET. The parameter values s0 and ss are obtained from data. For each parameter,
we also present R, the ratio of values obtained in data and simulation. For the ratios, the
first uncertainty is from the fit, and the second uncertainty corresponds to the propagation of
the following into the parameterization: systematics uncertainties in the jet energy scale, jet
energy resolution, lepton/photon energy scale, and unclustered energy scale, as well as, for
direct-photon events only, the systematic uncertainty assigned to the QCD multijet estimation
response correction described in Section 3.

Channel E/x component
s0 (GeV) R = s0(data)/s0(MC) ss (GeV1/2) R = ss(data)/ss(MC)

g + jets 0.70 ± 0.01 2.37 ± 1.11 ± 0.17 0.60 ± 0.01 0.99 ± 0.05 ± 0.06
Z ! e+e� 0.84 ± 0.46 0.83 ± 0.16 ± 0.00 0.60 ± 0.02 1.01 ± 0.02 ± 0.07
Z ! µ+µ� 1.37 ± 0.34 0.51 ± 0.30 ± 0.00 0.59 ± 0.01 1.05 ± 0.02 ± 0.08

E/y component
s0 (GeV) R = s0(data)/s0(MC) ss (GeV1/2) R = ss(data)/ss(MC)

g + jets 0.76 ± 0.05 2.34 ± 1.10 ± 0.35 0.60 ± 0.01 0.99 ± 0.05 ± 0.04
Z ! e+e� 1.30 ± 0.45 0.70 ± 0.76 ± 0.09 0.58 ± 0.02 1.04 ± 0.06 ± 0.08
Z ! µ+µ� 1.47 ± 0.33 0.48 ± 0.26 ± 0.00 0.59 ± 0.01 1.07 ± 0.02 ± 0.09

where sc is the resolution term induced by the hard-scatter interaction and sPU is the resolution403

term induced on average by one additional pileup collision. The factor 0.7 accounts for the fact404

that only approximately 70% of pp interactions produce a reconstructed vertex isolated from405

other vertices. Results of the parametrizations are given in Table 3. From there, one can see406

that different channels are compatible with each other, and that the simulation offers a good407

description of the performance obtained in data. For each additional pileup interaction, the408

PF~E/T resolution is degraded by around 3.3–3.6 GeV in quadrature.409

For comparison, the Calo E/T spectrum, as well as the Calo E/T recoil components and the reso-410

lution curves as a function of the number of reconstructed primary vertices are shown in Fig. 12411

and 13.412

7 Pileup-mitigated E/T413

Since the vast majority of pileup interactions do not have significant ~E/T and the average value414

of ~E/T projected on any axis is zero, the effect on E/T response from pileup interactions is small.415

However, as shown in Section 6, pileup interactions have a considerable effect on the ~E/T resolu-416

tion. Table 3 shows that each pileup interaction adds an additional 3.3–3.6 GeV of smearing to417

the ~E/T resolution in quadrature to both u? and uk in Z ! µ+µ�, Z ! e+e�, and direct-photon418

events. In events where the recoil pT is small and the instantaneous luminosity is around the419

mean value of the sample collected during the 2012 run, which corresponds to approximately420

21 pileup interactions, the contribution to the ~E/T resolution from pileup interactions is larger421

than the contribution from the hadronic recoil.422

In this section we discuss two algorithms that reduce the effect of pileup interactions on ~E/T423

reconstruction, hereafter referred to as the No–PU PF~E/T and MVA PF~E/T algorithms. These al-424

gorithms divide each event into two components: particles that are likely to originate from the425

primary hard-scattering pp interaction (HS particles) and particles that are likely to originate426
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reconstruction, hereafter referred to as the No–PU PF~E/T and MVA PF~E/T algorithms. These al-424

gorithms divide each event into two components: particles that are likely to originate from the425

primary hard-scattering pp interaction (HS particles) and particles that are likely to originate426
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Jet ES and Unclustered ES systematics shown

uk + qTu?

7.4 Measurement No-PU and MVA PF E/T Scale and Resolution 23
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Figure 14: No-PU PF E/T distributions in Z ! µ+µ� (left), Z ! e+e� (middle) and g + jets
(right) events. The recoil correction is applied to simulated events.
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Figure 15: MVA PF E/T distributions in Z! µ+µ� (left), Z! e+e� (middle) and g + jets (right)
events. The recoil correction is applied to simulated events.
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Figure 16: MVA unity PF E/T distributions in Z! µ+µ� (left), Z! e+e� (middle) and g + jets
(right) events. The recoil correction is applied to simulated events.

expense of worse response. In contrast, the MVA unity PF~E/T reaches a unity response, due to546

the dedicated training to achieve best resolution in the condition of having unity response.547

One conclusion of our studies is that there is a general conflict of objectives between achieving548

the best PF~E/T resolution and reaching a response close to unity at low qT. In order to make the549

resolution insensitive to pile-up, one needs to scale down the contribution to the PF~E/T com-550

Z ! µµ
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Why the difference?

1) Gluon jets have lower response 
compared with quark jets

2) The sample of events used in the photon 
MET study has a non-trivial contribution 
from QCD multijets (jet enriched in pi0s 
provides the photon candidate)

2a) These QCD multijet events have much 
larger gluon jet fractions in their hadronic 
recoil compared with normal photon + jet 
events (c.f. gluon vs. quark pdfs)

2b) For these pi0 enriched jets, the 
reconstruction of the “photon” misses some 
of the energy from the jet. This biases the 
measurement of qT for the QCD events

Monday, August 25, 14



Backup TOC

NoPU MET Guiding Principles
Separate visible objects in the event into 

1. Hard scatter objects

• Leptons (electrons, high pT photons, muons, hadronic taus)

• High pT jets that pass a PU Jet ID

• Charged PF particles associated to the HS vertex

2. Particles that may or may not be coming from the pileup interactions

• High pT jets that fail a PU Jet ID and all low pT jets

• Neutral PF particles

• Charged PF particles not associated to the HS vertex

48
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NoPU MET Formalism

Leptons: defined by user

HS-Jets: Jets with corrected pT > 30 GeV that pass PU Jet ID

HS-charged: Charged PF Particles passing Δz < 2mm w.r.t. HS 
vertex

PU-Jets: Jets with corrected pT > 30 GeV that fail PU Jet ID 

PU-charged: Charged PF Particles failing Δz < 2mm w.r.t. HS vertex

PU-Jets: Neutral PF Particles

ΔPU: Pileup correction (Type 0 Correction from MET Corrections 
slide)

49

7.3 MVA PF E/T algorithm 21

Based on this scale factor, the No–PU PF~E/T is then computed as:

~E/T = �
"

Â
leptons

~pT + Â
HS-jets

~pT + Â
HS-charged

~pT

+SF ·
 

a · Â
PU-charged

~pT + b · Â
neutrals

~pT + g · Â
PU-jets

~pT + d ·~DPU

!#
. (9)

The ~DPU term is added in a similar way as was done for the pileup correction applied to the460

PF ~E/T (c.f. Eq. (3)), which improves the No–PU PF~E/T resolution. The parameters a, b, g,461

and d have been determined by numerical optimization of the ~E/T resolution using a sample of462

simulated Z ! µ+µ� events. The optimal values found by this procedure are a = 1.0, b = 0.6,463

g = 1.0, d = 1.0.464

7.3 MVA PF E/T algorithm465

The MVA PF~E/T algorithm is based on a set of multivariate regressions, which provide an im-466

proved measurement of the ~E/T in the presence of a high number of pileup interactions. The467

MVA PF~E/T is computed as a correction to the hadronic recoil ~uT reconstructed from PF parti-468

cles. The correction is obtained in two steps. First, we compute a correction to the direction of469

~uT by training a BDT to match the true hadronic recoil direction in simulated events. In the sec-470

ond step, another BDT is trained to predict the magnitude of the true ~uT on a dataset where we471

have already corrected the direction of the ~uT using the regression function from the first step.472

The corrected ~uT is then added to ~qT to obtain the negative MVA PF~E/T. The regression for the473

correction to the recoil angle is trained on a simulated Z ! µ+µ� data sample. The training for474

the recoil magnitude correction uses a mixture of simulated Z ! µ+µ� and g+jets events. The475

simulated g+jets sample is added to the training to ensure a sufficently large training sample476

over the whole qT region.477

To construct the MVA PF~E/T, we compute five ~E/T variables calculated from PF particles :478

1. ~E/T(1) ⌘ �ÂX1
~pT, where X1 is the set of all PF particles (= PF~E/T);479

2. ~E/T(2) ⌘ �ÂX2
~pT, where X2 is the set of all charged PF particles that have been associated480

to the selected hard-scatter vertex;481

3. ~E/T(3) ⌘ �ÂX3
~pT, where X3 is the set of all charged PF particles that have been associated482

to the hard-scatter vertex and all neutral PF particles within jets that have passed the MVA483

pileup jet ID;484

4. ~E/T(4) ⌘ �ÂX4
~pT, where X4 is the set of all charged PF particles that have not been485

associated to the hard-scatter vertex and all neutral PF particles within jets that have486

failed the MVA pileup jet ID;487

5. ~E/T(5) ⌘ �ÂX5
~pT + ÂY5

~pT, where X5 is the set of all charged PF particles that have been488

associated to the hard-scatter vertex and all neutral PF particles (also those that have not489

been clustered into jets), while Y5 is the set of all neutral PF particles within jets that have490

failed the MVA pileup jet ID.491

20 7 Pileup-mitigated E/T

from pileup interactions (PU particles).427

7.1 Identification of PU-jets428

Separation of charged PF particles originating from the primary hard-scattering pp interaction429

and those from pileup interactions is best performed by matching them to the primary vertex or430

pileup vertices. This information is also used to identify jets originating primarily from pileup431

interactions (pileup jets). Pileup jets often appear as an agglomeration of lower-pT sub-jets. To432

identify pileup jets we use a multivariate boosted decision tree (BDT) algorithm, which uses433

jet shape variables and vertex information, and is referred to as “MVA pileup jet identification434

discriminator” (MVA pileup jet ID) [27]. Both No–PU and MVA PF~E/T algorithms utilize the435

pileup jet ID.436

Details of the No–PU and MVA PF~E/T algorithms and their performance in Z ! µ+µ� and437

Z ! e+e� events are presented in the following sections. These algorithms provide a crucial438

improvement to physics analyses sensitive to low or moderate E/T values, such as Higgs boson439

searches in the t-lepton final states [28].440

7.2 No–PU PF E/T algorithm441

The No–PU PF~E/T algorithm computes the momentum imbalance by separately weighting con-442

tributions from various objects in the event.443

The particles that are considered likely to originate from the primary hard-scattering pp inter-444

action are:445

• “leptons” (electrons/photons, muons, and hadronic tau decays),446

• particles within jets of pT > 30 GeV that pass the MVA pileup jet ID (HS-jets),447

• charged hadrons associated to the hard-scatter vertex (unclustered HS-charged hadrons).448

Particles that are considered likely to originate from pileup interactions are:449

• charged hadrons that are neither within jets of pT > 30 GeV nor associated to the450

hard-scatter vertex (unclustered PU-charged hadrons),451

• neutral particles not within jets of pT > 30 GeV (unclustered neutrals),452

• particles within jets of pT > 30 GeV that fail the MVA pileup jet ID (PU-jets).453

Particles originating from the primary hard-scattering pp interaction enter the transverse mo-454

mentum balance in the usual way. The transverse momenta of particles considered in the sec-455

ond category are scaled down in order to reduce the impact of pileup on the E/T resolution. The456

scale factor is based on the transverse momentum ratio of charged particles that originate from457

hard-scattering pp collision and are neither associated to leptons nor to jets of pT > 30 GeV458

(unclustered HS-charged hadrons) to the sum of all unclustered charged hadrons in the event:459

SF =
ÂHS-charged pT

ÂHS-charged pT + ÂPU-charged pT
. (8)

Parameters were 
determined by numerical 
optimization of the NoPU 
MET resolution and 
response
Jet pT Thresh: 30 GeV

α: 1.0

β: 0.6

γ: 1.0

δ: 1.0
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MVA PF MET

50

01/28/14 Philip Harris MVA MET and beyond 3

What is MVA MET? 
● Step 0 : Determine your final state

● Could class of final states (ie leptons+photons) 

● Step 1 : Apply PU Jet id to all jets

● No pT requirement applied to jets (pT > 3 GeV)

● Step 2 : Apply type 1 corrections to pf MET

● No L1 (Pileup) corrections for anything

● Step 3 : compute recoil for 5 different METs

● Recoil defined as MET + final states (removing them)

● Variables : φ+sum Et + magnitude + 2 leading jets

● Step 4 : apply regression to correct PF recoil φ/mag

● φ'=φ+corr
1
,  |u'

PF
| = |u

PF
|corr

2
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MVA PF MET

51

01/28/14 Philip Harris MVA MET and beyond 4

MVA MET Inputs

PU Track

Good Track

Good Jet

Unc.
Neutral

Good Track

Good Jet

PU jet

PU Track

PU Corrected MET
No PU MET (w/PU Jet Id) PU MET

PU jet

PU Track

Good Track

Good Jet

Unc.
Neutral

PF MET Track MET 

5 Different METs
Each targeted on a 
different aspect

Take recoil 
  (except PU MET)

Monday, August 25, 14



Backup TOC

 [GeV] 
T

 qγZ/
0 100 200 300 400 500 600 700 800

) [
G

eV
] 

||
(u

σ

20

40

60

µµ →Z 
 ee→Z 

+jetsγ

TENo-PU PF 

 (8 TeV)-1 19.7 fb

CMS

 [GeV] 
T

 qγZ/
0 100 200 300 400 500 600 700 800

D
at

a/
M

C

0.8
1

1.2 uncertainties
 [GeV] 

T
 qγZ/

0 100 200 300 400 500 600 700 800

  )
 [G

eV
] 

(u
σ

5

10

15

20

25

30
µµ →Z 

 ee→Z 
+jetsγ

TENo-PU PF 

 (8 TeV)-1 19.7 fb

CMS

 [GeV] 
T

 qγZ/
0 100 200 300 400 500 600 700 800

D
at

a/
M

C
0.8

1
1.2 uncertainties

NoPU PF Res. vs. qT

52

uk + qT u?
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uk + qT u?
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uk + qT u?
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PU Mitigation algorithms greatly help with 
MET resolution degradation from Pileup

Z ! µµ Z ! ee� + jet(s)
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MET Significance (Formalism)

Consider the likelihood for an event to have 
a “true” MET  given a measured MET value

In the Gaussian approximation, this simplifies

where V is the event’s total covariance 
matrix, constructed by summing over 
individual objects covariances, i.e.

U -- the covariance matrix(es) for the 
individual hard scatter PF jet(s)

Vuc -- the covariance matrix for the 
unclustered energy “pseudo-jet”

56

27

8 The E/T significance546

The ability to distinguish between events with spurious ~E/T and those with genuine ~E/T is im-547

portant for analyses using missing transverse energy variables. Fake ~E/T may arise from object548

misreconstruction, finite detector resolution, or detector noise. To help identify such events,549

we have developed a missing transverse energy significance variable, which we will denote by550

”~E/T significance”, or simply S . On an event-by-event basis, S evaluates the probability that551

the observed ~E/T is inconsistent with a null hypothesis ~E/T = 0, given the full event composition552

and resolution functions for each object in the event. A high value of S is an indication that553

the ~E/T observed in the event is not well explained by resolution smearing alone, suggesting554

that the event may contain unseen objects such as neutrinos or more exotic weakly interacting555

particles. A first version of the ~E/T significance algorithm has been described in Ref. [3].556

8.1 Definition of S557

The significance is defined as the log-likelihood ratio:

S ⌘ 2 ln
✓
L(~# = Â~# i)
L(~# = 0)

◆
. (10)

The numerator expresses the likelihood of the hypothesis under test, that the true value (~#)558

of the missing transverse energy is equal to the observed value (Â~# i) , while the denominator559

expresses the likelihood of the null hypothesis, that the true missing transverse energy is actually560

zero. Under the null hypothesis, observation of any non-zero missing transverse energy is561

attributed to resolution smearing.562

The formulation in Eq. (10) is completely general and accommodates any probability distribu-563

tion functions for the object resolutions; throughout the bulk of this discussion however, we564

assume Gaussian resolutions for measured quantities. This assumption accurately describes565

the dominant behavior of energy and momentum measurements in CMS and greatly simpli-566

fies the computation of S as the convolution integrals underlying the likelihood functions can567

be done analytically. In the Gaussian model we obtain a simple closed-form solution,568

S =
⇣

Â~# i

⌘
†V�1

⇣
Â~# i

⌘
, (11)

in which V is the 2⇥ 2 covariance matrix of the total missing transverse energy computed by569

propagating the uncertainties of all objects in the event or in a defined subset of the event; more570

details are given in Ref. [3]. A particularly useful feature of the Gaussian approximation is that571

S defined by Eq. (11) is a c2 variable with two degrees of freedom (one degree of freedom for572

each component of ~E/T). For clarity, we note that the term “significance” is often used to denote573

a linear quantity of the form x/sx while here it is defined as the quadratic form x2/s2
x .574

Despite the convenience of Eq. (11), a full treatment of ~E/T significance must also include non-575

Gaussian resolutions as these are known to occur at the percent level in jet measurements. In576

Section 8.5 of this paper we therefore extend the treatment of S to handle such cases.577

8.2 Jet resolutions578

The ~E/T resolution captured in the covariance matrix V of Eq. (11) is determined mainly by mo-579

mentum resolution of the hadronic components of the event. For the purpose of ~E/T significance580

we separate the hadronic activity into jets with pT � 20 GeV, which are reconstructed with a PF581
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28 8 The E/T significance

algorithm and unclustered energy with pT < 20 GeV. The jets are treated as individual objects,582

each with a unique resolution function depending on the pT and h of the jet, while the objects583

in the unclustered energy are summed vectorially to produce a single object with ~pT = Âi ~pi
T,584

whose resolution is determined separately. This division separates those components of the585

event that carry strong azimuthal information and contribute distinctively to the topology of586

the event, from those that are relatively featureless and contribute only to a general broadening587

the ~E/T resolution. Subsequent results are not sensitive to the choice of the 20 GeV threshold.588

The resolution function of a PF jet is parametrized as a core Gaussian function with additional589

power-law terms that describe small non-Gaussian tails. The parameter values are determined590

initially with samples of multijet events generated by PYTHIA 6 [12], with jets propagated591

through the full simulation of the CMS detector; the reconstructed and generated values of pT,592

h, and f are compared to extract resolution shapes. A full description of a single jet’s Gaussian593

core resolution is given by the covariance matrix594

U =
✓

s2
pT

0
0 p2

T s2
f

◆
, (12)

in which we assume no correlation between pT and f terms. Both spT and sf are functions of595

both pT and h. As written, the covariance matrix U is in the coordinate system aligned with the596

jet; in use, all such matrices are rotated by the jet azimuthal angle f into the common CMS xy597

basis: V = R(f)U R�1(f).598

The widths of the core Gaussian functions obtained from simulation as described above are599

retuned with data, using the Z ! µ+µ� control sample, defined in Section 3.2. This is effec-600

tively a zero-E/T sample and the observed ~E/T is therefore expected to derive primarily from601

jet resolution smearing rather than from genuine ~E/T. In this sample, jet activity is modest and602

the ~E/T characteristics are dominated by the largely isotropic features of the unclustered energy.603

The ~E/T significance therefore conforms well to the null hypothesis, and we use this fact to op-604

timize the Gaussian widths. Each Gaussian width sMC obtained from simulation is rescaled605

by an h-dependent correction factor: s(pT, h) = a(h)⇥ sMC; the correction factors (in five bins606

of |h|) are then determined by a likelihood fit over the Z ! µ+µ� data sample in which we607

seek to maximize the null hypothesis, L(~# = 0). To reduce possible biases stemming from608

events with a genuine source of ~E/T, the fit is performed iteratively with a restriction to exclude609

high-significance events.610

The unclustered energy resolution, suc, is parametrized by611

s2
uc = s2

0 + s2
s

n

Â
i=1

|~pTi |, (13)

where the summation is over the n low-pT objects included in the unclustered energy and s0612

and ss are free parameters obtained from the same likelihood fit as described above. Because613

the best fit normally returns s0 = 0 (as one would expect), we see that the resolution of the614

unclustered energy exhibits the general form suc ⇡
p

n sX. Its contribution to the ~E/T covariance615

matrix is taken to be isotropic,616

Vuc =
✓

s2
uc 0
0 s2

uc

◆
= ns2

X I, (14)

as it is constructed from a large number of (mostly) uncorrelated, low-pT objects. In practice617

a slight ellipticity is found in some events, but can be neglected without degrading the ~E/T618
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Pile up performance !
!  The PU in each event contributes to the low-pT junk. !

!  Our approach is to cluster all of this into a “blob” of 
unclustered energy. !

!  The PU behavior of METsig comes from the relation!
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–!Nathan Mirman!

Background rejection and pile up!
W→eν channel!

!  As PU increases, the MET variance 
(denom.) increases. !

!  The real MET remains constant!
!  For reasonable selection cuts the 

signal efficiency can vary by a factor 
of 1.5�2 as PU increases. !

!  The W→eν signal has real MET, 
whereas the backgrounds 
predominantly do not.!

!  With increasing PU:!
!  Signal efficiency decreases.!
!  Background efficiency remains 

fixed.!

27 June 2014!MET Significance!
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W ! e⌫

Pileup primarily contributes to soft hadronic activity

Behavior w.r.t. PU stems from the definition of MET 
Sig
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