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Overview

* |Introduction to multi-VO DIRAC.
* GridPP DIRAC module.

e Actual Implementation.

* Conclusions.
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Introduction to DIRAC
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Multi-VO Issues

* Based on our experience of running a multi-VO
DIRAC server with the generic DIRAC version (See
our related talk by J. Martyniak from Monday).

 Maintenance effort quickly scaled by number of
VOs supported — Too much manual intervention:

o SE Paths
o Manual User Creation
o VO creation prone to errors
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Users & Groups Agent

The Users and Groups agent fetches user lists from
the VOMS server and adds them to the DIRAC
authentication DB.

Multi-VO modifications:

 Multiple VOMS Servers (one per VO)

 Extended for multiple VOMS Roles -> Group
Mappings
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AutoBDII2CS Agent

DIRAC base agent searches the BDII for all CE and SE
resources and e-mails the admin with any of these
that are not yet configured.

* Fully Automated Adding of Resources.

* Deals with multiple SEs and creates a path mapping
section for each one.

* |gnores resources matching a set of regular
expressions (currently work in progress).
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User Support

We are hosting DIRAC for a diverse group of small VOs. Most
of these have no or minimal central computing support.

Getting started can be daunting:

* Wiki to get users started including a checklist of
prerequisites.

* Improved error messages.
 Added debugging options.
e Support mailing list.
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Production Setu

O virtual server

mirrored disk

dirac01

Main DIRAC Modules
Primary Config System

— external connection (ipv4 & ipv6)
— internal connection (ipv4 only)

diracdb diracweb

Dirac Web Module
Backup Config System

Databases

https://dirac.gridpp.ac.uk

dirac02

Sandbox Module
Backup Config System
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Production Setup (cont

::v System v Jobs * Data v

Textactions

Wigw configuration as text
Download configuration

Madification actions

Redownload configuration data
from server

Show differences with server
Commit configuration

.

Views * Tooks v

=) Mone Configuration
=i JDIRAC
=] Extensions = GridPP
[ ] Configuration
# ] Setups
=] Registry
=] DefaultGroup = user
H[_JUsers
# [ Groups
i+ [_Hosts
Hi3vo
=) comet j-parc.jp
if] SubmitPools = Pool_comet j-parc jp
=] VOAdmin = dirac
=] VOMSHame = comet j-parc jp
= VOMSServers
[ [ ] voms gridpp.ac uk
# [ voms02 gridpp ac uk
# [ voms03 gridpp .ac.uk
= ] gridpp
[ nab2 .vo.gridpp.ac uk
# ] cernatschool.org
# [_Jvolandslides.mossaic org
H[_Jt2k.org
[ snoplus.snolab ca
[+ [_Jvolondongrid ac uk
# [ vo.northgrid ac uk
#[_Jpheno
=H{ I VOMS
=) Mapping
:_:=] comet j-parc jp_user = lcomet j-parc jp
=] gridpp_user = lgridpp
=] nab2 .vo.gridpp.ac uk_user = nab2 vo gridpp ac. uk

=] cernatschool.org_user = icernatschool.org

comet j-parc jp_pilot = lcomet j-parc jp/Role=pilot

=] volandslides mossaic org_user = vo landslides mossaic org

=] volandslides mossaic org_pilot = lvo landslides. mossaic.orgiRole=pilot
=|t2k.org_user = f2k.org

=] t2k.org_pilet = 2k org/iRole=pilot

:;=] snoplus.snolab .ca_user = (snoplus snolab.ca

=l annnlus snnlah ranilat = l=eonins snoiEh caRalesnin

System = Configuration = Manage remote configuration  DIRAC: vBr12p17, GridPP: vér12
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Conclusions & Future Work

 Modular design of DIRAC allows for easy modifications

* GridPP DIRAC module simplifies running of a multivO
Instance.

e Future Work:

o VO specific controls (site mask..).

o Automatic downtime management.

o More testing of data management system
against VO requirements
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Additional Info

* New user checklist:
https://www.gridpp.ac.uk/wiki/DIRAC new user checklist

* GridPP DIRAC overview & work:
https://www.gridpp.ac.uk/wiki/Dirac

* GridPP DIRAC module homepage:
https://github.com/ic-hep/GridPPDIRAC

e Official DIRAC wiki:
https://github.com/DIRACGrid/DIRAC/wiki
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https://www.gridpp.ac.uk/wiki/DIRAC_new_user_checklist
https://www.gridpp.ac.uk/wiki/Dirac
https://github.com/ic-hep/GridPPDIRAC
https://github.com/DIRACGrid/DIRAC/wiki
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