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• users/group quota space is limited 
•  want to free cold storage space in EOS for users’ online 

activities

• avoid user-made ad hoc archiving solutions

• manage efficiently the movement of data 
between disk and archive storage
‣no client side copy

• easily implement archiving rules and best 
practicesInternet

Services

challengesWHY AN 
ARCHIVING TOOL?
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Archive
Daemon

Archive

eos archive <subCmd>

third-party get/put

command forward:
list, get, put etc. + return status 

archive deletion
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EOS ARCHIVE CLI

•  eos archive <subcmd>

‣ create <eos_path> 
- create archive file for <eos_path> directory 

‣ put [--recover] <eos_path>
- copy the contents of the EOS directory to the archive destination

‣ get [--recover] <eos_path>
- copy the contents of the archive back to EOS

‣ purge [--recover] <eos_path>
- delete all disk resident data keeping the archive file and the archived data

‣ list [<eos_path>]
- show status of archived directories in the <eos_path> subtree

‣ transfers [all|put|get|purge|job_uuid]
- display ongoing transfers. By default, all transfers are displayed

‣ delete <eos_path> 
- delete all archived data including the archive file - Admin command
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ARCHIVE WORKFLOW
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ARCHIVE & LOG FILES   

• archive definition file
- contains entries in JSON format
‣ header (source, destination, archive size etc.)
‣ directory/file EOS metadata information in JSON format 
‣ never modified during the lifetime of an archive
‣ used to get information about the contents of the archive
‣ archive “get” restores files in their original layout (2 replicas, RAIN etc.)

• archive log file – archive.log
‣ summary of the last executed transfer
‣ hints to why a transfer has failed
‣ users can/should access it in case of errors
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SUMMARY

‣ archive creation leads to sub-tree freeze in EOS via ACLs
‣ immutable flag: sys.acl=z:i
‣ no updates/writes possible to an archived sub-tree

‣ XRootD Third-Party Copy transfers are done sequentially
‣ starting with XRootD 4.1 will run in parallel to boost performance

‣ EOS keeps track of any archived sub-tree to facilitate quick 
access/search operation

‣ enables users and working groups to extend their virtual 
available storage space

‣ archiving rights are granted via the ‘a’ ACL flag : sys.acl="u:xavierc3:rwxqa”

‣ has been extended as full/incremental backup tool 
-                use case 
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Thank you! 

Questions or Comments?
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