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Integrating Puppet and Gitolite to provide a novel
solution for scalable system management at the

MPPMU Tier2 centre
In a grid computing infrastructure tasks such as continuous upgrades, services installations and software
deployments are part of an admins daily work. In such an environment tools to help with the management,
provisioning and monitoring of the deployed systems and services have become crucial.

As experiments such as the LHC increase in scale, the computing infrastructure also becomes larger and more
complex. Moreover, today’s admins increasinglyworkwithin teams that share responsibilities and tasks. Such
a scaled up situation requires tools that not only simplify the workload on administrators but also enable them
to work seamlessly in teams.

In this paper will be presented our experience from managing the Max Planck
Institute Tier2 using Puppet and Gitolite in a cooperative way to help the system
administrator in their daily work.

In addition to describing the Puppet-Gitolite system, best practices and customizations will also be shown.
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