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Introduction Physics of Muon g-2

Physics of Muon g-2

@ In the standard model, the muon is
a spin 1/2 pointlike particle.

@ It has a magnetic dipole moment of
i = g5=5, with g =2 for a
pointlike particle (Dirac)

@ Additional effects from QED,
electroweak theory, and hadronic
factors move the standard model
prediction of g away from 2. It has
become customary to measure this
discrepancy, g-2.

@ If a discrepancy with the standard
model value is found, beyond
standard model contributions to
g-2 could come from SUSY, dark
photons, or other new physics
(NP).
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Introduction Physics of Muon g-2

Measurements of g-2
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the standard model (2006).

@ Fermilab E989 will measure 20
times the number of muons, TR =
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Introduction Project Status

Project Status

@ The ring was moved from BNL
to FNAL in 2013.

@ It has been installed in our new
MC1 building and is currently
being cooled.

@ Plan for data taking to begin in
early 2017.
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Introduction Detectors and Backend Electronics

Detectors and Backend Electronics

@ Measurement will utilize 24 calorimeters (each composed of 54 PbF;
crystals read out by SiPMs), 3 straw trackers, and several auxiliary
detectors.

@ Each calorimeter will be readout by a custom WFD in a 4 TCA crate

with an AMC13 control module.
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Data Acquisition System System Requirements

Requirements

@ Accomodate a 12 Hz average rate of muon spills that consists of
sequences of four successive 700 us spills with 11 ms spill-separations

@ Handle the readout, processing, monitoring and storage of the data
obtained from the twenty-four electromagnetic calorimeters, each
comprising 9 X 6 arrays of PbF, crystals read out by SiPMs.

@ The signals derived from individual crystals are read out by 1296
channels of custom 800 MHz, 12-bit, waveform digitizers.

@ Provide both the readout of the raw ADC samples and the derivation
of T-method, Q-method, and other calibration, diagnostic and
systematic datasets.

@ For a 12 Hz spill rate the time-averaged rate of raw ADC samples is
18 GB/s in total.
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Data Acquisition System System Requirements

DAQ Schematic

Frontend .
Layer @ Layered array of commodity,
networked processors
@ FE layer for readout of digitizer
(calo), MHTDCs (straws)
@ BE layer for assembly of event
Backend fragments, storage

Layer

@ Slow control layer for setting,
monitoring of HVs, etc.

@ Online analysis layer using ROME
for monitoring the integrity of
raw data, physics data.

ROOT Analyzer and

Oniine Data
Monitoring
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Data Acquisition System System Requirements

MIDAS is a data
acquisition software
developed at PSI and also
used extensively at

TRIUMF.

Includes web interface for
easy control.

Frontend acquisition code
written in C/C+4+.
ROOT analyzer for online
data monitoring.

Data will be written to
tape as MIDAS datafiles.

Start: Tue Mar 3 09:26:44 2015 Running time: 0h02m15s

Logger not running
Experiment Name: SLAC

09:26:44 [mhttpd,INFO] Run #2956 started

Equipment Status Events Events[/s] Data[MB/s]
MasterSLAC ([ MasterSLAC@fe01 ] 4045  30.2 0.002
VMEcrate 0 0.0 0.000
EB (frontend stopped) 6 0.0 0.000
CaloSimulatorAMC1301 (frontend stopped) 0 0.0 0.000
AMC1301 4016 30.3 4.346
AMC13Simulator01 4030 30.2 0.001
CaloSimulatorTCPIPO1 (frontend stopped) 6 0.0 0.000
CaloReadoutTCPIPO1 (frontend stopped) 6 0.0 0.000
AMC13Simulator02 4005 30.2 0.001
AMC1302 3981 30.2 4.333
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Data Acquisition System System Requirements

Multithreading with mutex locks

TCP Thread

GPU Thread

MFE Thread
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GPU Processing

Data Acquisition System GPU Processing

@ Data will be processed in an array of 24

GPUs (One GPU per calorimeter)
@ Utilizing NVIDIA TESLA K40 GPUS

o Peak double precision floating point
performance: 1.43 Tflops

o Peak single precision floating point
performance: 4.29 Tflops

o Memory bandwidth 288 GB/sec

e Memory size (GDDR5): 12 GB

o CUDA cores:

2880

@ Data processing code is written using

CUDA.

Results of bandwidth

tests:

Frontend Machine | GPU Host to device, Pageable | Host to device, Pinned
FEO1 K20 3326.6 MB/s 5028.3 MB/s
RAVEO1 K20 5628.6 MB/s 6003.6 MB/s
RAVEO1 K40 6647.8 MB/s 10044.3 MB/s
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Data Acqu on System GPU Processing

T and Q Methods

CUDA routines process data with two complimentary methods.

@ T-method (i) example T-method
e Positron events in the calorimeter (cal x ] |-ped,) +
e e . . o (cal,x 111 |-ped,) +
are individually identified, sorted and
fit to obtain time and energy. = | Zcal,
o All events above an energy threshold Hresneld?
are Included = 111000001110111000000000000001110000¢ pal‘lern
o . '_ ; ;' | pre/post samples
@ (J, is determined from a fit to a 4L (AlomicAde)
. . = 1. 1000000000000 !@
plleup—SubtraCted hIStOgram Ulllliloﬂﬂlllﬂlll 1111 Bpanern
o This was the method used in BNL lengi and semples
E821. Mbosese] [ ]
° Q—method (ii) example Q-method
- . =L | Zcal,
o Individual positron events are not
. . I decimate
identified. o sdecal
o Detector current is integrated as a + prescaled raw data
proxy for event energy. + histogrammed raw data

e No pileup correction is necessary!
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Data Acquisition System Prototyping

Test Stands

@ Test stands operating in parallel at Fermilab
and U. of Kentucky

@ Currently includes backend, frontend,
gateway, and uTCA crate with WFD and
AMC13

@ Plan to expand to a 25% DAQ system
within the next month.
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Data Acquisi

AMC13 Simulator

ition System Prototyping

@ Generates realistic waveforms and packs the data in the AMC13 data

format.

@ Allows us to exersize the DAQ without dependence on hardware.

@ Plan to develop this into a tool that will recreate the full spectrum of
DAQ input, which will be used for testing the complete data

Q
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acquisition system.

Simulated waveform
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Data Acquisition System

Event building test

Prototyping

MIDAS

swp || ODB

RunLog | Logbook | Eleg

Run #2071 [RA

ed May 23 20:07:16
Equipment

ME

eriment Loy wad

Messages || aams | Programs | Contig

Data dir: /data/UKmid

ng time. OhOOMS0s

s Events[/s] Data[MB/s]
8.0 ©.600

106 2013 Refr:60

12Hz Event builder data performance

-
100 MB/sec total rate

22071 started

MB written Compression|
5,383 /A

>80MBIJs

50 MB/sec total rate

Data rate per calo fronteril (MB/sec)

0 n 1] 1] 08

Data volume per calo frantend per spill (MB)
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Data Acquisition System Prototyping

GPU Processing Time

Time is dominated by memcpy to GPU.
time relative to tcp got header

O T R e
= Entries 1701
9E Meanx  2142e+04
= 45
x: 1.449¢e+04
= MFE_thread sent datd’ 1
65  MFE_thread gotdata ]
£ Oputhreadprocessdata ff v G
g gpu_thread copyidata E .25 GBIs pl
E R s 075 GRIS Féduived i
jflop:thread gotdata  § 01,25 GBIs measur
2—tcp,,thread got header tep_thread At = 20-25
E gpu_thread At = 12-15]
1= mfe.thread At = 2-10-ms (poll)
0 0 10000 20000 30000 40000 50000 60000
M Ot L3 104032 2014 time (us)

meets the FE specs for 60.4 MB 12Hz readout and GPU prcessing
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Data Acqu on System Prototyping

Dual GPU rate test

Start: Tue Mar 3 09:26:44 2015 Running time: 0h02m15s

Logger not running
Experiment Name: SLAC

09:26:44 [mhttpd,INFO] Run #2956 started

Equipment Status Events Events[/s] Data[MB/s]
MasterSLAC ([ MasterSLAC@fe01 ] 4045  30.2 0.002
VMEcrate 0 0.0 0.000
EB (frontend stopped) 6 0.0 0.000
CaloSimulatorAMC1301 (frontend stopped) 0 0.0 0.000
AMC1301 4016 30.3 4.346
AMC13Simulator01 4030 30.2 0.001

CaloSimulatorTCPIPO1
CaloReadoutTCPIPO1
AMC13Simulator02
AMC1302

(frontend stopped) 6 0.0 0.000
(frontend stopped) 6 0.0 0.000

3981 30.2 4.333

Test completed at full
rate over 10 GbE in UKY
test stand using older
generation GPUs.

TCP/IP tuned to achieve
maximum rate.

Repeating test at MC-1
test stand with two Tesla

GPUs.

Test will determine if
single machine can
sustain total rate of two
calorimeters.
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Data Acqu on System Prototyping

First WED readout

o First readout of WFD by DAQ
occurred during SLAC test-beam last
year.

@ Since then, Cornell has continued
development of the WFD hardware
and firmware, and the first WFD has T o S—
just been delivered to the DAQ group -
for testing.

@ We hope to have ~5 WFDs for testing
later this Spring, and a full crate of 12
in the Fall.

{ Find [ Create || Delete ,\‘ Create Elog from this page
/ Equipment / AMC1301 / Settings / Rider01 /

Key Value +
rider_enabled 1(0x1)

sample_length 256 (0x100)

pre_delay 56 (0x38)
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Conclusion
Conclusion

@ The new muon g-2 experiment will run at Fermilab beginning in 2017
with the goal of reaching 20x the BNL statistics.

@ A new state-of-the-art data acquisition system utilizing parallel data
processing in a hybrid system of multi-core CPUs and GPUs is
required to achieve the necessary data rates.

@ The DAQ will acquire data from 1296 channels of custom pTCA
waveform digitizers, as well as straw trackers and auxiliary detectors
at a rate of 18 GB/s.

@ Prototyping of the DAQ is underway, and construction will be
complete by mid-2016.
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