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• A crucial contributor to the success of the 
massively scaled global computing system that 
delivers the analysis needs of the LHC 
experiments is the networking infrastructure 
upon which the system is built.  
– The LHC experiments have been able to exploit 

excellent high-bandwidth networking in adapting 
their computing models for the most efficient 
utilization of resources. 

– However there are still challenges and 
opportunities to make this even more effective for 
our needs. 
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Network Integration Motivations 



• We already have deployed End-to-end monitoring of 
our networks using perfSONAR.   
– perfSONAR, combined with data flow performance 

metrics, further allows our applications to adapt based 
on real time conditions. 

• New, advanced networking technologies are slowly 
becoming available as production equipment is 
upgraded and replaced 
–  Software Defined Networking(SDN) holds the potential to 

further leverage the network to optimize workflows and 
dataflows  

• We foresee eventual proactive control of the network 
fabric on the part of high level applications such as 
experiment workload management and data 
management systems.  We must prepare for this… 
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Evolving Network Capabilities 



• Goals:  
– Find and isolate “network” problems; alerting in time 
– Characterize network use (base-lining)  
– Provide a source of network metrics for higher level 

services 

• Choice of a standard open source tool: perfSONAR 
– Benefiting from the R&E community consensus  

• Tasks achieved: 
– Monitoring in place to create a baseline of the current 

situation between sites  
– Continuous measurements to track the network, 

alerting on problems as they develop  
– Developed test coverage and made it possible to run 

“on-demand” tests to quickly isolate problems and 
identify problematic links  
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Network Monitoring in WLCG/OSG 

CHEP 2015 



5 

perfSONAR Deployment 

• Initial deployment coordinated by WLCG perfSONAR TF 

• Commissioning of the network followed by WLCG Network and Transfer 
Metrics WG 
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http://grid-monitoring.cern.ch/perfsonar_report.txt for stats 

http://grid-monitoring.cern.ch/perfsonar_report.txt
http://grid-monitoring.cern.ch/perfsonar_report.txt
http://grid-monitoring.cern.ch/perfsonar_report.txt
http://grid-monitoring.cern.ch/perfsonar_report.txt


• The experiments and various infrastructure projects 
have been asked for use-cases for network monitoring 
and working group responsibilities  

• Summary of responses: 
– Defining and understanding slow transfers.  

• perfSONAR can debug, once you know that a link is "slow". 

– Identifying and localizing real network problems 
– Alerting the right people when there are network problems 
– Defining procedures to contact the sites and to "assign" 

them the issues  
– Producing a "best source" table, on the line of what we 

have done with the Cost-Matrix, which can also improve our 
brokering. 

– Commissioning new sites and storage 
– Enabling network-aware tools  
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WG Use Cases / Responsibilities 
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perfSONAR Configuration Interface 

• perfSONAR instance can participate in more than one mesh 
• Configuration interface and auto-URL enables dynamic re-

configuration of the entire perfSONAR network  
 

perfSONAR instance only needs to be 
configured once, with an auto-URL 
(http://myosg.grid.iu.edu/pfmesh/hos
tname/<node_id>) 



• Auto-summaries are 
available per mesh 

• Service summaries 
per metric type  

• GOAL: To ensure we 
continue to reliably 
obtain ALL network 
metrics 
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pS Infrastructure Monitoring 
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OSG perfSONAR Datastore 
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A critical component 

is the datastore to 

organize and store 

the network metrics 

and associated 

metadata 
 OSG is gathering relevant 

metrics from the complete 

set of OSG and WLCG 

perfSONAR instances 

 This data will be available 

via an API, must be 

visualized and must be 

organized to provide the 

“OSG Networking 

Service” 

 Operating now 

 

 Targeting a production 

service by  mid-summer. 
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Experiments Interface to Datastore 



• Goal 
– Provide platform to integrate network and transfer metrics 
– Enable network-aware tools (see ANSE http://cern.ch/go/M9Sj) 

• Network resource allocation along CPU and storage 
• Bandwidth reservation 
• Create custom topology  

• Plan  
– Provide latency and trace routes and test how they can be 

integrated with throughput from transfer systems 
– Provide mapping between sites/storages and sonars 
– Uniform access to the network monitoring 

• Pilot projects 
– FTS performance – adding latency and routing to the optimizer 
– Experiment’s interface to datastore  
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Integration Projects 
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• perfSONAR widely deployed and already showing benefits in 
troubleshooting network issues 
– Additional deployments within R&E/overlay networks still needed 

• Significant progress in configuration and infrastructure 
monitoring 
– Helping to reach full potential of the perfSONAR deployment 

• OSG datastore – community network data store for all 
perfSONAR metrics – planned to enter production in Q3  

• Integration projects underway to aggregate network and 
transfer metrics 
– FTS Performance 
– Experiment’s interface to perfSONAR  

• ANSE project is providing “hooks” in PANDA and PhEDEx to 
utilize & future SDN capabilities as they become available at 
our sites and in our networks. 
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Closing remarks 
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Questions? 
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• Network Documentation 
https://www.opensciencegrid.org/bin/view/Documentation/NetworkingIn
OSG  

• Deployment documentation for OSG and WLCG hosted in OSG 
https://twiki.opensciencegrid.org/bin/view/Documentation/DeployperfSONAR  

• New 3.4 MA guide 
http://software.es.net/esmond/perfsonar_client_rest.html  

• Modular Dashboard and OMD Prototypes 
– http://maddash.aglt2.org/maddash-webui 

https://maddash.aglt2.org/WLCGperfSONAR/check_mk 

• OSG Production instances for OMD, MaDDash and Datastore 
– http://psmad.grid.iu.edu/maddash-webui/ 
– https://psomd.grid.iu.edu/WLCGperfSONAR/check_mk/  
– http://psds.grid.iu.edu/esmond/perfsonar/archive/?format=json  

• Mesh-config in OSG https://oim.grid.iu.edu/oim/meshconfig  
• Use-cases document for experiments and middleware 

https://docs.google.com/document/d/1ceiNlTUJCwSuOuvbEHZnZp0XkWkw
dkPQTQic0VbH1mc/edit  
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