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Lobster is a workflow manager for harnessing non-dedicated resources for high-throughput workloads. Lob-
ster brings together several tools from the Cooperative Computing Lab— Parrot, Work Queue, and Chirp—
along with new capabilities to yield a comprehensive system. Because it only requires standard permissions,
Lobster can deploy any resource on which the user can run. Lobster features a master-worker architecture,
with jobs created on-the-fly, allowing for dynamic job sizing.
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