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A Grid-based Batch Reconstruction  
Framework for MICE  

 

The international Muon Ionisation Cooling Experiment (MICE) is designed to demonstrate the 
principle of muon ionisation cooling for the first time, for application to a future Neutrino 
Factory or Muon Collider. The experiment is currently under construction at the ISIS synchrotron 

at the Rutherford-Appleton Laboratory, UK. 
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The MICE Batch Reconstruction Framework reconstructs all 
MICE data recorded to date for a particular MICE step, 
using a specified MAUS (MICE Analysis User Software) 
version. It repeatedly checks against the MICE Metadata DB 
and on identifying data runs that have not yet been 
reconstructed it will submit a job to the Grid to run MAUS 
against that data run. We select those Tier2 sites that hold 
a copy of the raw data. The reconstructed data are stored 
on the Storage Element (SE) where the job runs and 
registered with the LCG File Catalog (LFC). On successful 
reconstruction the Grid job registers a File Transfer Service 
(FTS) transfer request with a separate File Transfer 
Controller to copy the data to the Castor SE at RAL, where 
they are stored on tape;  a corresponding record is added 
to MICE Metadata DB and the Castor copy is registered 
with the LFC by the Controller.  The MICE Metadata DB can 
then co-ordinate the further distribution of reconstructed 
data across the Grid. 
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