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Tape at CERN: Overview 
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CASTOR READ 

15 PB 23 PB 

27 PB 

CASTOR WRITE 

Data: 

• ~100 PB physics 

data (CASTOR) 

• ~7 PB backup (TSM) 

Tape libraries: 

• IBM TS3500 (3+2) 

• Oracle SL8500 (4) 

Tape drives: 

• 100 archive  

• 50 backup 

Capacity: 

• ~70 000 slots 

• ~30 000 tapes 



• Challenge: 
• ~100 PB of data 

• 2013: ~51 000 tapes 

• 2015: ~17 000 tapes 

• Verify all data after write 

• 3x (300PB!) pumped through  

the infrastructure  

(read->write->read) 

• Liberate library slots for new cartridges 

• Decommission ~33 000 obsolete tape cartridges 

• Constraints: 
• Be transparent for experiment activities 

• Exploit the high speeds of the new tape drives 

• Preserve temporal collocation 

• Finish before LHC run 2 start 

Large scale media migration 
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Large scale media migration 
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… 

LHC Run1 

Repack 

LHC Run1 

Repack 

Almost done! 

Deadline: 

LHC run 2 

starts soon! 

Part 1: 

Oracle T10000D 

Part 2: 

IBM TS1150 



Dust incident 
 

• Identified 13 tapes in one library affected by 

concrete or foam particles 

• Isolated incident by verifying all other tapes 

in the building 

• Recovered 94% files with custom low-level 

tools and vendor recovery; 113 files lost 
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~25mm (~120MB over 144 data tracks) 

holes and scratches 

 

• Fruitful exchanges with other tape sites on 

CC protective measures (access and 

activity restrictions, special clothing, air 

filters etc) 

• Library cleaning by specialist company 

envisaged 

• Prototyped a dust sensor to be installed 

inside libraries, using cheap commodity 

components, achieving industrial precision 

and reaction time 

RPi 
Arduino 

sensor 



Archive Reliability 
• Bit-preservation techniques to  

improve archive reliability 
• Annual 2012-2015 bit loss rate: O(10-16) 

• Systematic verification  
of freshly written + “cold” tapes 

• Less physical strain on tapes  
(HSM access, buffered tape marks)  

• With new hardware/media, differences  
between vendors getting small 

• For smaller experiments, creating dual 
copies on separated libraries / buildings 

 

 

14/4/2015 CHEP 2015, Okinawa 8 

N
o
 l
o
s
s
e

s
 

N
o
 l
o
s
s
e

s
 

• Working on support for SCSI-4  
Logical Block Protection 

• Protect against link-level errors eg bit flips 

• Data Blocks shipped to tape drive with 
pre-calculated CRC 

• CRC re-calculated by drive (read-after-write) 
and stored on media; CRC checked again 
on reading. Minimal overhead (<1%) 

• Supported by LTO and enterprise drives 

 



Software and management tools 
• New CASTOR tape software developed and deployed in production 

• Completely redesigned architecture, moved from C to C++ 

• Improved error detection / handling, full support for SCSI tape alerts, soon LBP 

• Support for multiple access protocols (RFIO, XROOT), soon Ceph 

• More details: cf poster by E. Cano in Session B 

 

• Investigating direct-to-tape backend to EOS (avoid double disk layer) 

 

• Re-engineered Tape Incident System 

• Taking advantage of full SCSI tape alerts 

• Automated problem identification: 

tape vs. drive vs. library 

• Better detection of root cause -> 

catch problems and  

disable faulty elements earlier 

• Comprehensive media repair workflow 
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LHC Run-2 and beyond (1)  
• Run-2 (2015-2018): Expecting ~50PB/year of new data (LHC + non-LHC) 

• +7K tapes / year. CERN has now ~35’000 free library slots 

• Run-3 (-2022):  ~150PB/year. Run-4 (2023 onwards): 600PB/year! 

• Peak rates of ~80GB/s 
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Source: INSIC, www.insic.org  

LHC Run-2 and beyond (2)  
• Technology/market forecast (…risky for 15 years!) 

• INSIC Roadmap:  

• +30% / yr tape capacity per $ (+20%/yr I/O increase) 

• +20% / yr disk capacity per $ 
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86Gbit/in2 demo 

(~154TB) 

125Gbit/in2 demo  

(~185TB) 

Oracle T10KD (8.5TB) 

IBM TS1150 (10TB) 



LHC Run-2 and beyond (2)  
• Technology/market forecast (…risky for 15 years!) 

• INSIC Roadmap:  

• +30% / yr tape capacity per $ (+20%/yr I/O increase) 

• +20% / yr disk capacity per $ 
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Conclusion 

• CERN’s Tape Archive is at the core of physics 

data storage and archiving  

• Successfully dealt with LHC Run-1 and a large 

media migration during the Long Shutdown 

• Improving reliability and bit-level data 

preservation has become a key and long-term 

activity 

• Focus on having archive infrastructure, 

software and tools ready and scalable for LHC 

Run-2 and beyond 
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