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|/ Performance and Development Plans for the
S\ Inner Detector Trigger Algorithms at ATLAS

A description of the design and performance of the newly re-implemented tracking algorithms for the ATLAS trigger for LHC
Run 2 is presented. LHC Run 2, beginning in 2015, is a challenging environment for track triggers due to the increased
collision energy and pile-up. The High Level Trigger (HLT) has been restructured to run as a more flexible single stage
process, rather than the two separate Level 2 and Event Filter stages used during Run 1. To make optimal use of this new
scenario, a new tracking strategy has been implemented for Run 2. This new strategy will use a Fast Track Finder (FTF)
algorithm to directly seed the subsequent Precision Tracking, and will result in improved track parameter resolution and
significantly faster execution times than achieved during Run 1 and with better efficiency. The FTF algorithm is described.
Timing measurements for the new electron and tau track triggers algorithms are presented. The profiling infrastructure,
validation and commissioning strategies are also described.
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Two-step tracking Profiling and validation

Two-step tracking strategy:

* Run tracking twice in different-sized
Regions of Interest (Rols)

Various physics cases:

» Electron/muon isolation

» Tau corel/isolation measurement

» B-jets — fast vertex finding and precision
b-tagging
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No significant loss of efficiency v < < Looking forward to first collisions!
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