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Sharing lattice QCD data over a widely distributed
file system

JLDG is a data-grid for the lattice QCD (LQCD) community in
Japan. Several large research groups in Japan have been working on
lattice QCD simulations using supercomputers distributed over distant
sites. The JLDG provides such collaborations with an efficient method of
data management and sharing.

File servers installed on 9 sites are connected to the NII SINET VPN
called HEPnet-J/sc and are bound into a single file system with the
GFarm, a grid-base file system software. Because the file system looks
the same from any sites, users can do analyses (measurement of physical
quantities) on a supercomputer on a site, using data generated and
stored in the JLDG at a different site.

Since the official start of operation in 2008, the JLDG has been
improved in various ways. Among others, the following two have
drastically improved usability of the JLDG. 1) Implementation of FUSE
mount which enables users to mount the JLDG file system as a unix file
system. 2) Development of fast data copy sub-system between the JLDG and
the HPCI Shared Storage, where the HPCI is a Japanese national project
started in 2011 for constructing High Performance Computing
Infrastructure.

We present a brief description of hardware and software of the JLDG,
focusing mainly on the above two improvements and report performance and
statistics of the JLDG. As of October 2014, 11 research groups
(66 users) store their daily research data of 4.0PB including replica
and 63 million files in total. Number of publications for works used the
JLDG is 105. The large number of publications and recent rapid increase
of disk usage convince us that the JLDG has grown up into a useful
infrastructure for LQCD community in Japan.
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