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Physics motivation (cosmic ray point of view)
1. Inelastic cross section 

large → rapid development 
small → deep penetrating 
!

2. Inelasticity k = 1 - plead/pbeam 
large → rapid development 
small → deep penetrating 
!

3. Forward energy spectrum 
softer → rapid development 
harder → deep penetrating 
!

4. Nuclear effects 
!

5. Extrapolation to high energy 
precise measurements at 
lower energies are crucial

neutron 
(~leading baryon)

p-Pb collisions

photon or π0

(by TOTEM)

many data points
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1. Charge ratio  
!

2. Multiplicity 
number of muons in air 
shower sensitive to mass 
composition

(e.g. NA61)

Air-shower production 
→ proportional dE/dη  
→ special importance  
      in forward region 



The LHCf collaboration

Apr. 2013

The LHCf collaboration involves 
~30 members from 10 institutes. 

Calibration of GSO plates at HIMAC 
Purpose
Make&the&position&maps&of&light&yield&of&GSO&for&all&GSO&
plates&before&assembling&the&detector.

Experiment&
HIMAC&:&An&Ion&accelerator&in&Chiba,&Japan.
Beam&:&400MeV/n&12C
Beam&Time&:&23&B&25&July&2013&(3&nights)&&
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LHCf-Arm2

140m

• Two independent detectors (Arm1 and Arm2) are 
located in TAN to measure the very forward particles: 
- η>8.7 w/o crossing angle and η>8.4 with crossing angle 
- pT<1GeV at √s=7TeV. 

• Sampling calorimeter + position sensitive detector. 
• Charged particles are swept away due to the D1 magnet, 

so we can only observe neutral particles (photon and neutron). 
• Same detectors have been used since 2009.

LHCf-Arm1

2.2.4 Silicon Detector

The position sensitive layers of the Arm#2 detector consists of 4 X-Y pairs of micro-strip
silicon detectors. These silicon detectors have 64 × 64mm2 total surface area including
61.7× 62.0mm2 sensitive area and 285 µm thickness. The silicon detector is the same one
as used for the barrel part of the Semi-Conductor Tracker(SCT) in the ATLAS experi-
ment. While 768 micro-strip are implemented on the silicon detector with 80µm pitch, we
read-out every other strip (read-out pitch is 160µm) to reduce total number of read-out
channels. The reduction of read-out channels has negligible effect on the shower position
calculation because the typical shower lateral size of about 9mm is much larger than the
read-out pitch. The strips are read-out by PACE3 chips mounted on front-end electronics
connected just above the calorimeters. The chip ,which are produced for pre-shower de-
tector of the CMS experiment, has a charge integrator, shaper and deep analog memory
for 32 inputs signal. It has a high dynamic range of up to 600 MIPs with a maximum
deviation from linearity of 6%. The outputs of the PACE3 chips are digitized by ADCs
with 12 bits resolutions mounted on the electronics boards installed on top of the TAN.
The digitized data are sent to the USA15 via optical fiber.

The alignment analysis of the silicon detectors on the calorimeter by using 150GeV
muon beams and electron beams at the beam test is in progress.

Figure 2.22: Photo of the SciFi horoscope.

2.2.5 Front Counter

In order to enhance the acceptance for any charged particles from IP1, the Front Counter
(FC) with large cross section of 80mm×80mm has been installed in front of each detector.
They are used for coincidence analysis of both arms to suppress backgrounds due to
collisions of beam particles with residual gas in the beam pipes. Each FC consists of two

31

Si in Arm2

The LHCf detectors
10(W)cm x 10cm(H) x 30cm(D) 
Sampling calorimeter, 44X0, 1.6λ 
Two-tower structure

Position sensitive detector 
Arm1 : Scintillation fibers 
Arm2 : Silicon strip detector
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Detector performances (2009-2013)
140 m 140 m

n π0

γ

γ
8 cm 6 cm

Hadronic shower (MC) EM shower (MC) PID technique
400GeV photon

1TeV neutron

Identification of incoming 
particle by shower shape

π0 reconstruction

May 27, 2013 18:31 WSPC/INSTRUCTION FILE IJMPA˙lhcf˙2012˙v3.1
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Fig. 20. Invariant mass distribution measured by the Arm1 (left) and Arm2 (right) detectors
near the π0 mass.
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Fig. 21. Energy and invariant mass of the photon pair for Arm1 (left) and Arm2 (right).

events associated with both crossing and non-crossing bunches and the spectra
are extracted separately. The photon spectra normalized with the beam intensity
are shown in Fig.23. It is found that at maximum 10% and <1% of beam-gas
contamination exist in the 900 GeV and 7 TeV collision data, respectively.

4.2. Dose in the towers

During the 2010 operation, the delivered luminosity at IP1 was estimated to be
350 nb−1. According to a MARS calculation 19 when the TAN slot is filled by the
copper bars instead of the LHCf detectors, the radiation dose is 180MGy in 180 days

Mγγ~Mπ0

LHCfLHCf IP1

energy [GeV]
0 500 1000 1500 2000 2500 3000 3500

re
so

lu
tio

n 
[m

m
]

0
0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8

2

energy [GeV]
0 500 1000 1500 2000 2500 3000 3500

re
so

lu
tio

n 
[m

m
]

0
0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8

2

energy [GeV]
0 500 1000 1500 2000 2500 3000 3500

re
so

lu
tio

n 
[m

m
]

0
0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8

2

energy [GeV]
0 500 1000 1500 2000 2500 3000 3500

re
so

lu
tio

n 
[m

m
]

0
0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8

2

Position resolution
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Fig. 7. Correlation between the primary electron energy and the sum of the deposited energy (dE) measured by the calorimeters. The squares and triangles show the
results of the 20 mm or 25 mm and 40 mm or 32 mm calorimeters, respectively. The filled symbols show the beam test results while the open symbols show the results of
the MC simulations. The dotted lines in the upper panels show linear fits to the beam test results and the residuals from the fits are shown in the bottom panels. In the
plots of residuals, the triangles are shifted by 5 GeV to avoid overlap.
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Fig. 8. Energy resolutions for each tower and arm. The filled (open) plots show the beam test (MC) results. The squares are for the small tower of each arm (20 mm and
25 mm for Arm1 and Arm2, respectively) and triangle plots are for the large tower of each arm (40 mm and 32 mm for Arm1 and Arm2, respectively). These are results for
high gain mode.
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Fig. 9. Energy resolutions for each tower and arm. The filled (open) plots show the beam test (MC) results. The circles are for the small tower of each arm (20 mm and 25 mm for
Arm1 and Arm2, respectively) and stars are for the large tower of each arm (40 mm and 32 mm for Arm1 and Arm2, respectively). These are results for low gain mode.
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Energy resolution

Position resolution

Black : X-plane 
Red : Y-plane
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Update of π0 analysis
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This analysis

Motivation of Type-II  
- extended pT range 
- applicable to Λ and K 
- di-hadron.

Present LHCf results are based on the Type-I π0 events. 
Improved π0 reconstruction, Type-II, is now ready for use in analysis.
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• DPMJET and PYTHIA are harder than LHCf pT < 1.0 GeV, although compatible at low pT and low E. 
• QGSJET II gives good agreement at 0 < pT < 0.2 GeV and 0.8 < pT < 1.0 GeV. 
• EPOS 1.99 agrees with LHCf at 0.4 < pT < 0.8 GeV. LHCf prefers EPOS 1.99 than EPOS LHC.



Neutral pion pT spectra (in each energy) Preliminary
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Same conclusion as energy 
spectra in each pT.



 [GeV]
T

p
0 0.2 0.4 0.6 0.8 1

]
-2

) [
G

eV
3

/d
p

σ3
)(E

d
in

el
σ

(1
/

-610

-510

-410

-310

-210

-110

1

8.60 < y < 8.80

=7TeVsLHCf 
-1 Ldt=0.68+0.53nb∫

 [GeV]
T

p
0 0.2 0.4 0.6 0.8 1

]
-2

) [
G

eV
3

/d
p

σ3
)(E

d
in

el
σ

(1
/

-610

-510

-410

-310

-210

-110

1

8.80 < y < 9.00

 [GeV]
T

p
0 0.2 0.4 0.6 0.8 1

]
-2

) [
G

eV
3

/d
p

σ3
)(E

d
in

el
σ

(1
/

-610

-510

-410

-310

-210

-110

1

9.00 < y < 9.20

 [GeV]
T

p
0 0.2 0.4 0.6 0.8 1

]
-2

) [
G

eV
3

/d
p

σ3
)(E

d
in

el
σ

(1
/

-610

-510

-410

-310

-210

-110

1

9.20 < y < 9.40

 [GeV]
T

p
0 0.2 0.4 0.6 0.8 1

]
-2

) [
G

eV
3

/d
p

σ3
)(E

d
in

el
σ

(1
/

-610

-510

-410

-310

-210

-110

1

9.40 < y < 9.60

 [GeV]
T

p
0 0.2 0.4 0.6 0.8 1

]
-2

) [
G

eV
3

/d
p

σ3
)(E

d
in

el
σ

(1
/

-610

-510

-410

-310

-210

-110

1

9.60 < y < 9.80

 [GeV]
T

p
0 0.2 0.4 0.6 0.8 1

]
-2

) [
G

eV
3

/d
p

σ3
)(E

d
in

el
σ

(1
/

-610

-510

-410

-310

-210

-110

1

9.80 < y < 10.00

 [GeV]
T

p
0 0.2 0.4 0.6 0.8 1

]
-2

) [
G

eV
3

/d
p

σ3
)(E

d
in

el
σ

(1
/

-610

-510

-410

-310

-210

-110

1

10.00 < y < 10.20

 [GeV]
T

p
0 0.2 0.4 0.6 0.8 1

]
-2

) [
G

eV
3

/d
p

σ3
)(E

d
in

el
σ

(1
/

-610

-510

-410

-310

-210

-110

1

10.20 < y < 10.40

 [GeV]
T

p
0 0.2 0.4 0.6 0.8 1

]
-2

) [
G

eV
3

/d
p

σ3
)(E

d
in

el
σ

(1
/

-610

-510

-410

-310

-210

-110

1

10.40 < y < 10.60

 [GeV]
T

p
0 0.2 0.4 0.6 0.8 1

]
-2

) [
G

eV
3

/d
p

σ3
)(E

d
in

el
σ

(1
/

-610

-510

-410

-310

-210

-110

1

10.60 < y < 10.80 LHCf (stat.+syst.)
DPMJET 3.05
QGSJET II-03
QGSJET II-04
SIBYLL 2.1
EPOS 1.99
EPOS LHC
PYTHIA 8.185

Neutral pion pT spectra (in each y) Preliminary

10



Average pT and limiting fragmentation
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1

!inel
E
d3!

dp3 ¼ A
expð#p2

T=!
2
GaussÞ

"!2
Gauss

: (12)

The Gaussian width !Gauss determines the mean square pT

of the pT spectra. hpTi is derived as a function of !Gauss

according to

hpTi ¼
R
2p2

TfðpTÞdpTR
2pTfðpTÞdpT

¼
ffiffiffiffi
"

p

2
!Gauss; (13)

where fðpTÞ is given by Eq. (12). Best-fit results for !Gauss

and hpTi are summarized in Table II. In this case good
fit quality values are found for all rapidity ranges. The best
fit of Eq. (12) (dotted curve) and the ratio of the best-fit
Gaussian distribution to the experimental data (red open
boxes) are found in Fig. 9.

A third approach for estimating hpTi is simply numeri-
cally integrating the pT spectra. With this approach hpTi is
given by

hpTi ¼
R1
0 2"p2

TfðpTÞdpTR1
0 2"pTfðpTÞdpT

; (14)

where fðpTÞ is the measured spectrum given in Fig. 7 for
each of the six ranges of rapidity. In this analysis, hpTi is
obtained over the rapidity range 9:2< y < 11:0 where the
pT spectra are available down to 0 GeV. Although the
upper limits of numerical integration are actually finite,
pupper
T 0̂:6 GeV, the contribution of the high pT tail to

hpTi is negligible. pupper
T and the obtained hpTi are sum-

marized in Table II.
The values of hpTi obtained by the three methods dis-

cussed above are in general agreement. When specific
values of hpTi are needed, for this paper the values chosen
(hpTiLHCf) are defined as follows. For the rapidity range
8:9< y < 9:2, hpTiLHCf is taken from the weighted mean
of hpTi obtained by the exponential fit of Eq. (11) and the
Gaussian fit of Eq. (13). The systematic uncertainty related
to a possible bias of the hpTi extraction methods is esti-
mated by the difference of hpTi derived from these two
different fitting functions. The estimated systematic uncer-
tainty is%6% for both rapidity bins. For the rapidity range
9:2< y < 11:0, the results obtained by the Gaussian fit and
numerical integration are used to calculate the weighted

mean of hpTiLHCf in order to avoid the poor quality of fit of
the exponential function in this rapidity range. Systematic
uncertainty is estimated to be %3% and %2% for 9:2<
y< 9:4 and 9:4< y< 11:0, respectively. The values of
hpTiLHCf obtained by the above calculation are summa-
rized in Table III.
The values of hpTi that have been obtained in this

analysis, shown in Table III, are compared in Fig. 10
with the results from UA7 at Sp!pS (

ffiffiffi
s

p ¼ 630 GeV) [5]
and the predictions of several hadronic interaction models.
In Fig. 10 hpTi is presented as a function of rapidity loss
"y & ybeam # y, where beam rapidity ybeam is 8.92 forffiffiffi
s

p ¼ 7 TeV and 6.50 for
ffiffiffi
s

p ¼ 630 GeV. This shift of
rapidity scales the results with beam energy and it allows a
direct comparison between LHCf results and past experi-
mental results at different collision energies. The black
dots and the red diamonds indicate the LHCf data and
the UA7 results, respectively. Although the LHCf and
UA7 data in Fig. 10 have limited overlap and the system-
atic errors of the UA7 data are relatively large, the hpTi
spectra for LHCf and UA7 in Fig. 10 mostly appear to lie
along a common curve.
The hpTi predicted by hadronic interaction models are

shown by open circles (SIBYLL 2.1), open boxes (QGSJET II-
03), and open triangles (EPOS 1.99). SIBYLL 2.1 typically
gives harder "0 spectra (larger hpTi) and QGSJET II-03
gives softer"0 spectra (smaller hpTi) than the experimental
data. For each prediction, solid and dashed lines indicate
hpTi at the center-of-mass energy at Sp!pS and the LHC,
respectively. Of the three models, the predictions by EPOS

1.99 show the smallest dependence of hpTi on the two

TABLE III. Average transverse momentum of "0 for the
475rapidity range 8:9< y< 11:0. Total pT uncertainty includes
both the statistical and systematic uncertainties.

Rapidity hpTi Total uncertainty
[MeV] [MeV]

[8.9, 9.0] 215.3 17.3
[9.0, 9.2] 196.8 12.5
[9.2, 9.4] 172.2 5.9
[9.4, 9.6] 146.3 3.9
[9.6, 10.0] 119.2 3.4
[10.0, 11.0] 75.8 2.9
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FIG. 10 (color online). Average pT as a function of rapidity
loss "y. Black dots and red diamonds indicate the LHCf data
and UA7 results taken from Ref. [5], respectively. The predic-
tions of hadronic interaction models are shown by open boxes
(SIBYLL 2.1), open circles (QGSJET II-03), and open triangles
(EPOS 1.99). For the predictions of the three models, solid and
dashed curves indicate the results for the center-of-mass energy
at the Sp!pS and the LHC, respectively.
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pT spectra can be fitted by a Gaussian shape:1

!inel
E
d3!

dp3 ¼ A
expð#p2

T=!
2
GaussÞ

"!2
Gauss

: (12)

The Gaussian width !Gauss determines the mean square pT

of the pT spectra. hpTi is derived as a function of !Gauss

according to

hpTi ¼
R
2p2

TfðpTÞdpTR
2pTfðpTÞdpT

¼
ffiffiffiffi
"

p

2
!Gauss; (13)

where fðpTÞ is given by Eq. (12). Best-fit results for !Gauss

and hpTi are summarized in Table II. In this case good
fit quality values are found for all rapidity ranges. The best
fit of Eq. (12) (dotted curve) and the ratio of the best-fit
Gaussian distribution to the experimental data (red open
boxes) are found in Fig. 9.

A third approach for estimating hpTi is simply numeri-
cally integrating the pT spectra. With this approach hpTi is
given by

hpTi ¼
R1
0 2"p2

TfðpTÞdpTR1
0 2"pTfðpTÞdpT

; (14)

where fðpTÞ is the measured spectrum given in Fig. 7 for
each of the six ranges of rapidity. In this analysis, hpTi is
obtained over the rapidity range 9:2< y < 11:0 where the
pT spectra are available down to 0 GeV. Although the
upper limits of numerical integration are actually finite,
pupper
T 0̂:6 GeV, the contribution of the high pT tail to

hpTi is negligible. pupper
T and the obtained hpTi are sum-

marized in Table II.
The values of hpTi obtained by the three methods dis-

cussed above are in general agreement. When specific
values of hpTi are needed, for this paper the values chosen
(hpTiLHCf) are defined as follows. For the rapidity range
8:9< y < 9:2, hpTiLHCf is taken from the weighted mean
of hpTi obtained by the exponential fit of Eq. (11) and the
Gaussian fit of Eq. (13). The systematic uncertainty related
to a possible bias of the hpTi extraction methods is esti-
mated by the difference of hpTi derived from these two
different fitting functions. The estimated systematic uncer-
tainty is%6% for both rapidity bins. For the rapidity range
9:2< y < 11:0, the results obtained by the Gaussian fit and
numerical integration are used to calculate the weighted

mean of hpTiLHCf in order to avoid the poor quality of fit of
the exponential function in this rapidity range. Systematic
uncertainty is estimated to be %3% and %2% for 9:2<
y< 9:4 and 9:4< y< 11:0, respectively. The values of
hpTiLHCf obtained by the above calculation are summa-
rized in Table III.
The values of hpTi that have been obtained in this

analysis, shown in Table III, are compared in Fig. 10
with the results from UA7 at Sp!pS (

ffiffiffi
s

p ¼ 630 GeV) [5]
and the predictions of several hadronic interaction models.
In Fig. 10 hpTi is presented as a function of rapidity loss
"y & ybeam # y, where beam rapidity ybeam is 8.92 forffiffiffi
s

p ¼ 7 TeV and 6.50 for
ffiffiffi
s

p ¼ 630 GeV. This shift of
rapidity scales the results with beam energy and it allows a
direct comparison between LHCf results and past experi-
mental results at different collision energies. The black
dots and the red diamonds indicate the LHCf data and
the UA7 results, respectively. Although the LHCf and
UA7 data in Fig. 10 have limited overlap and the system-
atic errors of the UA7 data are relatively large, the hpTi
spectra for LHCf and UA7 in Fig. 10 mostly appear to lie
along a common curve.
The hpTi predicted by hadronic interaction models are

shown by open circles (SIBYLL 2.1), open boxes (QGSJET II-
03), and open triangles (EPOS 1.99). SIBYLL 2.1 typically
gives harder "0 spectra (larger hpTi) and QGSJET II-03
gives softer"0 spectra (smaller hpTi) than the experimental
data. For each prediction, solid and dashed lines indicate
hpTi at the center-of-mass energy at Sp!pS and the LHC,
respectively. Of the three models, the predictions by EPOS

1.99 show the smallest dependence of hpTi on the two

TABLE III. Average transverse momentum of "0 for the
475rapidity range 8:9< y< 11:0. Total pT uncertainty includes
both the statistical and systematic uncertainties.

Rapidity hpTi Total uncertainty
[MeV] [MeV]

[8.9, 9.0] 215.3 17.3
[9.0, 9.2] 196.8 12.5
[9.2, 9.4] 172.2 5.9
[9.4, 9.6] 146.3 3.9
[9.6, 10.0] 119.2 3.4
[10.0, 11.0] 75.8 2.9
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FIG. 10 (color online). Average pT as a function of rapidity
loss "y. Black dots and red diamonds indicate the LHCf data
and UA7 results taken from Ref. [5], respectively. The predic-
tions of hadronic interaction models are shown by open boxes
(SIBYLL 2.1), open circles (QGSJET II-03), and open triangles
(EPOS 1.99). For the predictions of the three models, solid and
dashed curves indicate the results for the center-of-mass energy
at the Sp!pS and the LHC, respectively.
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Then the average pT <pT>is obtained by
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LHCf provides a unique opportunity to test a limiting 
fragmentation (analysis ongoing but limited rapidity…)
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<pT> obtained by Gaussian fits.  
Other systematics will be quoted.
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Neutron energy spectra Preliminary
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Fig. 7 Normalised cross
sections of forward neutron
production in DIS as a function
of xF in three W intervals in the
kinematic region given in Table
1. The inner error bars show the
statistical uncertainty, while the
outer error bars show the total
experimental uncertainty,
calculated using the quadratic
sum of the statistical and
systematic uncertainties. Also
shown are the predictions of the
cosmic ray hadronic interaction
models SIBYLL 2.1 (solid line),
QGSJET 01 (dashed line),
QGSJET 01 (no mi)
(dash-double dotted line),
QGSJET II-04 (dotted line) and
EPOS LHC (dash-dotted line).
In the right column the ratios of
the CR model predictions to the
data are shown
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3.2 Normalised cross sections as a function of xF and test
of Feynman scaling

The measured normalised differential cross sections,
1/σDI S dσ/dxF , of the most energetic photon are presented
as a function of xF in Table 4 and in Figs. 4 and 5 for the kine-
matic region defined in Table 1. In order to study the energy
dependence of the xF distributions, these cross sections are
measured in three W intervals.

The normalised differential cross sections as a function of
xF are similar for the three W ranges. As shown in Fig. 4
and already seen in the comparison of the W dependence,
the LEPTO and CDM models predict a rate of forward pho-
tons about 70 % higher than measured. The shapes of the
measured distributions are well described by LEPTO, while
the CDM description is very poor by showing a significantly
harder spectrum than observed in data. In Fig. 5 the pre-
dictions of the CR hadronic interaction models are com-
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are the efficiency for the experimental cuts and are listed in
Table I. The errors were derived considering the
uncertainty in the parameter aðxFÞ in the Gaussian form
evaluated by HERA. There is no significant difference in
the result in case of using the ISR (exponential) pT

distribution.
The mean values of the simulated pT distributions in

each energy region are also listed in Table I. The cross
section was obtained after the correction of the energy
unfolding and the cut efficiency.

Table II summarizes all systematic uncertainties eval-
uated as the ratio of the variation to the final cross section
values. The absolute normalization error is not included in
these errors. It was estimated by BBC counts to be 9.7%
(22:9# 2:2 mb for the BBC trigger cross section).

The background contamination in the measured neutron
energy with the ZDC energy from 20 to 140 GeV for the
acceptance cut of r < 2 cm was estimated by the simula-
tion with the PYTHIA event generator. The background from
protons was estimated to be 2.4% in the simulation. The
systematic uncertainty in the experimental data was deter-
mined to be 1.5 times larger than this as discussed in
Sec. II B 3. Multiple particle detection in each collision
was estimated to be 7% with the r < 2 cm cut.

In the cross section analysis, we evaluated the beam
center shift described in Appendix A as a systematic
uncertainty. For the evaluation, cross sections were calcu-
lated in the different acceptances according to the result of
the beam center shift while requiring r < 2 cm, and the
variations were applied as a systematic uncertainty.

B. Result

The differential cross section, d!=dxF, for forward
neutron production in pþ p collisions at

ffiffiffi
s

p ¼ 200 GeV
was determined using two pT distributions: a Gaussian
form, as used in HERA analysis, and an exponential
form, used for ISR data analysis. The results are listed in
Table III and plotted in Fig. 13. We show the results for xF
above 0.45 since the data below 0.45 are significantly
affected by the energy cutoff before the unfolding. The
pT range in each xF bin is 0< pT < 0:11xF GeV=c from
Eq. (2) with the acceptance cut of r < 2 cm. The absolute
normalization uncertainty for the PHENIX measurement,
9.7%, is not included.

TABLE I. The expected pT for r < 2 cm, mean pT value with
the experimental cut, and the efficiency for the experimental cut
estimated by the simulation (Fig. 12). The errors were derived
considering the uncertainty in the parameter aðxFÞ in the
Gaussian form evaluated by HERA.

Neutron xF Mean pT (GeV=c) Efficiency

0.45–0.60 0.072 0:779# 0:014ð1:8%Þ
0.60–0.75 0.085 0:750# 0:009ð1:2%Þ
0.75–0.90 0.096 0:723# 0:006ð0:8%Þ
0.90–1.00 0.104 0:680# 0:016ð2:3%Þ

TABLE III. The result of the differential cross section
d!=dxFðmbÞ for neutron production in pþ p collisions at

ffiffiffi
s

p ¼
200 GeV. The first uncertainty is statistical, after the unfolding,
and the second is the systematic uncertainty. The absolute
normalization error, 9.7%, is not included.

hxFi Exponential pT form Gaussian pT form

0.53 0:243# 0:024# 0:043 0:194# 0:021# 0:037
0.68 0:491# 0:039# 0:052 0:455# 0:036# 0:085
0.83 0:680# 0:044# 0:094 0:612# 0:044# 0:096
0.93 0:334# 0:035# 0:111 0:319# 0:037# 0:123

TABLE II. Systematic uncertainties for the cross section mea-
surement. The absolute normalization error is not included in
these errors. The absolute normalization uncertainty was esti-
mated by BBC counts to be 9.7% (22:9# 2:2 mb for the BBC
trigger cross section).

Exponential pT

form
Gaussian pT

form

pT distribution 3%–10% 7%–22%
Beam center shift 3%–31%
Proton background 3.6%
Multiple hit 7%
Total 11%–33% 16%–39%
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FIG. 13 (color online). The cross section results for forward
neutron production in pþ p collisions at

ffiffiffi
s

p ¼ 200 GeV are
shown. Two different forms, exponential (squares) and Gaussian
(circles), were used for the pT distribution. Statistical uncertain-
ties are shown as error bars for each point, and systematic
uncertainties are shown as brackets. The integrated pT region
for each bin is 0< pT < 0:11xF GeV=c. Shapes of ISR results
are also shown. Absolute normalization errors for the PHENIX
and ISR are 9.7% and 20%, respectively.

A. ADARE et al. PHYSICAL REVIEW D 88, 032006 (2013)

032006-10

(p+p at RHIC)(e+p at HERA)

(PHENIX, Phys. Rev. D 88 032006 (2013))
(H1, Eur. Phys. J. C 74 2915 (2014))

Focusing on the extreme forward region η>10.76 
- only QGSJET II-03 reproduces LHCf (more or less). 
  Is this a signature of low-mass diffraction ?  
- a similar shape with HERA, RHIC, and ISR data  
  which can be explained by a pion exchange. 
  Can LHCf be also explained by a pion exchange ?  
 
Investigation in more wider rapidity and energy 
ranges is needed to answer this question.

pre-LHC models



Upgrade of the LHCf detector

Energy Scan: SumADC & Linearity
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• Sum ADC distribution for the moment !
• Sharp peak in each energy!

• Electron beam was mono-energy!
• Linearity seems good
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good resolution

good linearity

Preliminary
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Silicon sensor

Readout

Readout
Floating→GND

Main features of the upgrade LHCf detector 
• GSO scintillator 
• GSO hodoscope (Arm1) 
• Update of Si-strip sensor (Arm2) 

- Bonding scheme 
- Insertion position

Oct 2014, SPS

e- beam

e- beam

trick to avoid a saturation.



Summary

• Extended pT range in the π0 analysis provides a more reliable benchmark 
for hadronic interaction MC and theoretical model (CGC?). 

• Large amount of neutron yield is found in extreme forward rapidity 
which may be a signature of low-mass diffraction or pion exchange. 
Need exhaustive analysis. 

• The upgraded LHCf detectors were calibrated by the SPS test beam. 
They show a good and expected performance.
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Backup



Inclusive π0 pT spectra in p-p at 7TeV
Phys. Rev. D 86, 092001 (2012)
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• LHCf data are mostly bracketed among hadronic interaction models.

• DPMJET, SIBYLL(x2) and PYTHIA are apparently harder, while QGSJET2 is softer.



Inclusive π0 pT spectra in p-Pb at 5.02TeV

• The LHCf data in p-Pb (filled circles) show good agreement with DPMJET and EPOS. 
• The LHCf data in p-Pb are clearly broadened than the LHCf data in p-p at 5.02TeV (shaded 

area). The latter is interpolated from the results at 2.76TeV and 7TeV.
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Nuclear modification factor in p-Pb at 5.02TeV

• Both LHCf and MCs show strong suppression. 
• LHCf grows as increasing pT, which is understood by the 

softer pT spectra in p-p at 5TeV than those in p-Pb.
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Color Glass Condensate

region. For other plots, we use only the rcBK solution,
which is the most sophisticated parametrization.
Figure 3 shows predictions made by SOLO for pPb col-

lisions at high pseudorapidities which are accessible at
LHC detectors, in particular, 5.3 ≤ η ≤ 6.5 for TOTEM’s
T2 telescope [36] and η ≥ 8.4 at LHCf [37]. Of course,

our prediction in the left plot should be valid only when
p⊥ < 3 GeV, which is about the size of the saturation
momentum at the corresponding rapidity.
One of the advantages of the NLO results is the signifi-

cantly reduced scale dependence as shown in Fig. 4. In prin-
ciple, cross sections for any physical observable, if it could
be calculated up to all orders, should be completely indepen-
dent of the renormalization scale μ. However, as shown in
Fig. 4, the LO cross section is a monotonically decreasing
function of the scale μ. This is well known and is simply due
to the fact that an increase of μ causes both the parton dis-
tribution function (in the region x > 0.1) and the fragmen-
tation function (in the region z > 0.2) to decrease. Therefore,
one has to choose the scale μ properly for LO calculations.
By including the NLO corrections, which cancels all the
scale dependence up to one-loop order, we find that the
dependence on μ is sharply reduced in the NLO cross section
except for very low μ2 values. In other words, the renorm-
alization scale can be chosen from a large range of values
without changing the cross sections much. This greatly
increases the reliability of our calculation and reduces the
uncertainty of our prediction. In addition, Fig. 4 indicates
that the best choice of μ should be about 2 or maybe 3 times
the average transverse momentum of the produced hadron.
This helps us to choose a reasonable range of μ2 to set the
error band for our numerical analysis.
Discussion and conclusion.—As an important first step

towards the NLO phenomenology in the saturation physics,
we have developed a program called SOLO which allows
us to incorporate most of the NLO corrections for forward
single hadron productions in pA collisions. We have used
recent theoretical results for forward hadron production at

FIG. 3 (color online). Predictions for the yields at the LHC energy
ffiffiffiffiffiffiffiffi
sNN

p ¼ 5.02 TeV in pPb collisions, both at LO and with NLO
corrections included, using the rcBK gluon distribution. On the left, we show results for π− yields at η ¼ 6.375 (YCM ¼ 5.91 in the
center of mass frame) which falls in the range of pseudorapidities detected by TOTEM, and on the right, for π0 yields at η ¼ 8.765
(YCM ¼ 8.3) which falls in the range detected by LHCf. The edges of the solid bands were computed by using μ2 ¼ 20–100 GeV2 on
the left and μ2 ¼ 2–10 GeV2 on the right.

FIG. 4 (color online). μ dependence of the calculated cross
sections at p⊥ ¼ 2 GeV. The NLO results for fixed coupling
(αs ¼ 0.2) and one-loop running coupling are both presented,
where the αs here is referred to the one in front of the NLO hard
coefficients in Eq. (1). The dramatic drop of the NLO curve with
the running coupling at low μ2 is simply due to the breakdown of
perturbative calculations at large αsðμÞ. Nevertheless, these two
NLO curves almost overlap with each other at large values of μ2.
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(W.-T. Deng et al., 1410.2018)

p-p collisions at √s = 7 TeV

p-Pb collisions at √s = 5.02 TeV

(A. M. Stasto et al., PRL 112 012302 (2014))
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