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Overview
• How MINERvA uses Geant4:

• Neutrino flux central values & re-weighting 
(correction to data & uncertainties)

• Detector response & estimating systematic 
uncertainties on detector response

• Proposal for Geant4 model parameters: estimating 
systematics is easier if, where appropriate, the 
parameters are exposed, configurable, and explained.*
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*Note: There is an implicit assumption that at least some of the parameters have meaningful uncertainties themselves.
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MINERνA
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• Neutrino interaction cross 
sections, structure functions,  
and kinematics in the few to 
few tens of GeV neutrino 
energy range.

• Fine-grained resolution for 
excellent kinematic 
measurements.

• Nuclear effects with a variety 
of target materials ranging 
from Helium to Lead. 
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Geant4 and MINERvA
• Geant4 is a critical part of MINERvA's simulation software 

stack.

• g4NuMI: beamline simulation (primary protons @120 
GeV on Carbon target through secondary and tertiary 
interactions in the target, meson focusing horns, and 
beamline, basically stopping with meson decay)

• MINERvA test beam detector (small-scale replica used 
to study hadronic response)

• Main MINERvA detector simulation (largest concerns 
are ~hundreds of MeV to ~GeV hadrons)
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Flux Modelling
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I Tune hadron production from NA49 data
I Uncertainties still ⇠ 15%
I Multi-prong approach planned for . 10%

I For now, study distributions weakly dependent on flux
•••�� 28

Statistical errors will 
shrink - we're still 
recording data.
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NuMI Beamline 

• 120 GeV P  Beam  →  C  target →  π+ − & K+  − 
• Have roughly 35x1012 protons on target (POT) per 

spill at 120 GeV with a beam power of 300-350 kW at 
~0.5 Hz 

• 2 horns focus π+ and K+ only 
• Mean Eincreased  by moving target and one horn

• π+ and K+ →  μ+νμ 
• Absorber stops hadrons not 
• absorbed by rock, →  detector

 S. Manly - Univ. of Rochester 7 
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figure  courtesy  Ž.  
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Muon Monitors
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• Tune the hadron production spectrum (FTFP) to world data (mostly NA49 for MINERvA) and use experimental 
uncertainties in those regions. But, we cannot re-weight events with no matching (xF, pT) hadron production data.

• The weights are the ratio of measured (NA49) cross sections to Geant4 predictions. Uncertainties outside 
this region are driven by model spread and are very large.

• Ideally we would tune the model to get agreement in the (xF, pT) region where we have data and this would 
likely provide better agreement in regions with no data.

• This would enable us to drive down uncertainties to the level reported by hadron production experiments.
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MINERvA test beam preliminary results 
The MINERvA collaboration 
R. Gran, University of Minnesota Duluth 

 
Fermilab test beam experiment number T977, physics run summer 2010 

New tertiary beam at Fermilab Test Beam Facility 
Delivers 400 < momentum < 2000 MeV/c hadrons, 

designed and built by us and FTBF, available for future users.  

Small detector 1m x 1m x 40 planes 
same construction, X+U+V readout, electronics 

reconfigurable Fe, Pb absorbers 

Detector has reconfigurable absorbers same as MINERvA 
ECAL = 2mm Pb,    HCAL = 2.54cm Fe,    or Tracker (no absorber) 

We ran with a 20 Tracker + 20 ECAL tracking configuration 
and a 20 ECAL + 20 HCAL calorimetry configuration. 

Charged particle plus photon containment ~95% for 2 GeV pions. 
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Pion calorimetry preliminary results 

Status:  preliminary result already part of neutrino analysis uncertainties, 
finishing final calibrations of beamline and detector, 

Also finishing proton calorimetry constraints. 

We ran a beam configuration that matched our large detector, 
wide in energy and wide in aperture. 

This beam can be configured for narrow spectrometer beam 
Design precision is 1% beamline 2% detector. 

The as-measured particles also become input to our MC. 

Lead Pion Momentum (GeV/c)
0 0.5 1 1.5 2 2.5 3 3.5 4 4.50

1000

2000

3000

4000

5000

6000

DIS

RES

Pions expected from neutrino interactions. 
These data cover the low energy region 

including most protons and pions 
from QE and resonance production. 

 
 

We are proposing a second run in 2013 
for pions in FTBF secondary beam 

to support DIS and structure function analysis 
 in the NuMI medium energy neutrino run. 

Also take a sample of electrons below 2 GeV/c. 

Sensitive to the whole range of  
detector response including: 

 
hadron interactions 

energy scale calibration procedures 
cross-talk model 

detector and readout artifacts 
 
 
 
 

Other analysis efforts in progress 
with current data set: 

 
Range-out proton sample 

 
Interaction rate for pions vs. GEANT4 

 
Tracking and PID algorithm validation 

for interacting protons and pions 

Single particle hadron response 
Supports energy reconstruction of single pions and protons in low multiplicity events 

especially for quasi-elastic, resonance, and low multiplicity DIS events. 
Also is one of the underlying constraints for the calorimetric hadron energy 

for multi-hadron reconstruction for inclusive DIS final states. 
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MINERvA test beam preliminary results 
The MINERvA collaboration 
R. Gran, University of Minnesota Duluth 

 
Fermilab test beam experiment number T977, physics run summer 2010 

New tertiary beam at Fermilab Test Beam Facility 
Delivers 400 < momentum < 2000 MeV/c hadrons, 

designed and built by us and FTBF, available for future users.  

Small detector 1m x 1m x 40 planes 
same construction, X+U+V readout, electronics 

reconfigurable Fe, Pb absorbers 

Detector has reconfigurable absorbers same as MINERvA 
ECAL = 2mm Pb,    HCAL = 2.54cm Fe,    or Tracker (no absorber) 

We ran with a 20 Tracker + 20 ECAL tracking configuration 
and a 20 ECAL + 20 HCAL calorimetry configuration. 

Charged particle plus photon containment ~95% for 2 GeV pions. 
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Pion calorimetry preliminary results 

Status:  preliminary result already part of neutrino analysis uncertainties, 
finishing final calibrations of beamline and detector, 

Also finishing proton calorimetry constraints. 

We ran a beam configuration that matched our large detector, 
wide in energy and wide in aperture. 

This beam can be configured for narrow spectrometer beam 
Design precision is 1% beamline 2% detector. 

The as-measured particles also become input to our MC. 
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including most protons and pions 
from QE and resonance production. 

 
 

We are proposing a second run in 2013 
for pions in FTBF secondary beam 

to support DIS and structure function analysis 
 in the NuMI medium energy neutrino run. 

Also take a sample of electrons below 2 GeV/c. 

Sensitive to the whole range of  
detector response including: 

 
hadron interactions 

energy scale calibration procedures 
cross-talk model 

detector and readout artifacts 
 
 
 
 

Other analysis efforts in progress 
with current data set: 

 
Range-out proton sample 

 
Interaction rate for pions vs. GEANT4 

 
Tracking and PID algorithm validation 

for interacting protons and pions 

Single particle hadron response 
Supports energy reconstruction of single pions and protons in low multiplicity events 

especially for quasi-elastic, resonance, and low multiplicity DIS events. 
Also is one of the underlying constraints for the calorimetric hadron energy 

for multi-hadron reconstruction for inclusive DIS final states. 
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The MINERvA collaboration 
R. Gran, University of Minnesota Duluth 

 
Fermilab test beam experiment number T977, physics run summer 2010 

New tertiary beam at Fermilab Test Beam Facility 
Delivers 400 < momentum < 2000 MeV/c hadrons, 

designed and built by us and FTBF, available for future users.  

Small detector 1m x 1m x 40 planes 
same construction, X+U+V readout, electronics 

reconfigurable Fe, Pb absorbers 

Detector has reconfigurable absorbers same as MINERvA 
ECAL = 2mm Pb,    HCAL = 2.54cm Fe,    or Tracker (no absorber) 

We ran with a 20 Tracker + 20 ECAL tracking configuration 
and a 20 ECAL + 20 HCAL calorimetry configuration. 

Charged particle plus photon containment ~95% for 2 GeV pions. 
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Pion calorimetry preliminary results 

Status:  preliminary result already part of neutrino analysis uncertainties, 
finishing final calibrations of beamline and detector, 

Also finishing proton calorimetry constraints. 

We ran a beam configuration that matched our large detector, 
wide in energy and wide in aperture. 

This beam can be configured for narrow spectrometer beam 
Design precision is 1% beamline 2% detector. 

The as-measured particles also become input to our MC. 
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These data cover the low energy region 

including most protons and pions 
from QE and resonance production. 

 
 

We are proposing a second run in 2013 
for pions in FTBF secondary beam 

to support DIS and structure function analysis 
 in the NuMI medium energy neutrino run. 

Also take a sample of electrons below 2 GeV/c. 

Sensitive to the whole range of  
detector response including: 

 
hadron interactions 

energy scale calibration procedures 
cross-talk model 

detector and readout artifacts 
 
 
 
 

Other analysis efforts in progress 
with current data set: 

 
Range-out proton sample 

 
Interaction rate for pions vs. GEANT4 

 
Tracking and PID algorithm validation 

for interacting protons and pions 

Single particle hadron response 
Supports energy reconstruction of single pions and protons in low multiplicity events 

especially for quasi-elastic, resonance, and low multiplicity DIS events. 
Also is one of the underlying constraints for the calorimetric hadron energy 

for multi-hadron reconstruction for inclusive DIS final states. 
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Detector Response



Total XS for several targets

Figure: n-C Low Energy reaction XS, reaction XS and total XS.

Juan Pablo Velásquez Steve Dytman Alberto Gago ()Geant4 Hadronic Uncertainties November 26, 2012 18 / 46

Neutron response 
uncertainty driven by 
comparison of 
GEANT4.9.4.p02 
(MINERvA Official 
Version) and Data. 
(differences in the elastic 
cross-section at low 
energy; inelastic (top) 
looks quite close.)

Detector Response: Neutrons

Gabriel N. Perdue Fermilab9
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• Detector response uncertainties affect every aspect of constructing a 
signal sample.

• "Experiments are sometimes more concerned with uncertainties on the 
model than the central value of the model." (S. Oser, INT 2012, 
paraphrased)

• MINERvA detector uncertainties are driven by inspection of the 
disagreement between the simulation prediction and data (re-weighting 
obviously very difficult in this case).

• Questions we ask ourselves: If we varied model parameters, would we be 
able to cover the discrepancies? Could we tune them away? We are forced to 
err on the side of conservatism.

Estimating Uncertainties on 
Detector Response
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NEUTRINO

Phys. Rev. Lett. 111, 022502 NEUTRINO

Cross Section Model Uncertainties: Background Subtraction (experiences with GENIE)

Cross section
model

5

NuWro RFG RFG RFG SF

Model +TEM

MA (GeV/c2) 0.99 0.99 1.35 0.99

Rate �2
/d.o.f. 3.5 2.4 3.7 2.8

Shape �2
/d.o.f. 4.1 1.7 2.1 3.8

TABLE III: Comparisons between the measured d�/dQ2
QE

(or its shape in Q2
QE) and di↵erent models implemented us-

ing the NuWro neutrino event generator, expressed as �2 per
degree of freedom (d.o.f.) for eight (seven) degrees of freedom.
The �2 computation in the table accounts for significant cor-
relations between the data points caused by systematic un-
certainties.

figures/nu_vtxE_sharedaxis_vert.pdf

FIG. 5: Reconstructed vertex energy of events passing the
selection criteria in the data (points with statistical errors)
compared to the GENIE RFG model (shown with systematic
errors) for Q2

QE < 0.2 GeV2/c2 (left) and for Q2
QE > 0.2

GeV2/c2 (right).

corresponding result in the antineutrino mode [33], in
contrast, prefers the removal of a final state proton in
10±1(stat)±7(syst)% of the events. The systematic un-
certainties for the two samples are positively correlated
with a correlation coe�cient of +0.7, implying that the
observed di↵erence is unlikely to be due to one of the
systematic uncertainties considered. The systematic un-
certainties are primarily from the detector response to
protons and uncertainties in reactions in the target nu-
cleus that absorb or create final state protons. Inde-
pendent of models, elastic and inelastic nucleon reac-
tions which might produce additional final state pro-
tons in the neutrino data should have analogous reac-
tions in the anti-neutrino data, and the di↵erence in the
two results makes it unlikely that any modification of
final state nucleon interactions can explain the discrep-
ancy. Pion FSI processes, especially absorption, would
produce more protons in the neutrino reaction and neu-

trons in the antineutrino reaction, but the associated un-
certainties are included in the total systematic errors.
The observed patterns in the neutrino and antineutrino
channels, combined with the observation that electron
quasi-elastic scattering with multinucleon final states in
carbon produces primarily final state np pairs, suggests
an initial state of strongly correlated np pairs also may
participate in the neutrino quasi-elastic interaction.
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• It is the classic way:

• We vary the MC (in this case, our event generator, GENIE) and 
"repeat the experiment."

• For generators we can often "cheat" and re-weight directly 
(e.g., if we are changing a single cross section). Usually this 
means randomly varying a model parameter within its 
experimental uncertainties (or a range provided by theorists).

• For many uncertainties (e.g. hadronization model, formation zone, 
etc.), re-weighting won't work. But exposed model parameters 
allows us to produce sensible "varied samples" which are used to 
build uncertainty bands.

Estimating Uncertainties on the Event 
Generator Predictions: An Example of 

Exposed Model Parameters
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• Geant4 is an extremely important tool for neutrino 
experiments and the intensity frontier program.

• Neutrino experiments require very fine control over their 
systematic uncertainties, e.g. for cross sections, sterile 
neutrino searches, and attempts to measure CP violation, 
etc.

• Exposing Geant4 model parameters, where appropriate, 
providing guidance about their meaning, and making it 
simple for experiments to tune them can help experiments 
achieve these goals.

13

Conclusions



Thank you for listening 
and thanks for Geant4!
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How much do these 
uncertainties matter?

• For neutrino CP-violation measurements, they 
are important.

• Neutrino and antineutrino measurement are 
not completely independent efforts, but there 
are important flux and final state differences. 
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The total cross section result is obtained by taking the full phase space, including the backward going region and assigning the corresponding 
systematic error.  For the backward going angle, we extrapolate based on the NEUT prediction.

We consider 5 systematic error sources: 

‣ The flux systematic has been computed by using Na61 and other measurements. 

‣ The cross section modeling systematic has been estimated by comparing NEUT to external data (e.g. MiniBooNE) and varying models 
within NEUT and other generators.

‣ The detector response systematic has been estimated by data/MC comparison in cosmic and beam samples.

‣ The unfolding algorithm systematic has been estimated by unfolding with the NEUT MC the NEUT MC itself.

‣ The number of target nucleons is calculated based on measurements of the FGD while it was assembled. It is a 0.67% error

NuMu Inclusive Charged Current Flux Averaged 
Cross Section Measurement at the T2K Near Detector 

The T2K collaboration presents its first cross-section measurement using near detector (ND280) data at J-PARC (Tokai). Events are inclusively selected for the 
existence of a muon. The measurement is given as a flux-averaged differential cross-section in muon momentum and angle (2D). The flux is given by the beam MC 
and tuned to in-situ and external data, including the NA61 experiment. Data were taken in 2010 (run I) and 2011 (run II), comprising a total of 10.796 x 1019 
protons on target.  A total of 4485 inclusive charged current interaction candidates were selected in the first fine-grained scintillator detector of ND280 (FGD1).

Abstract

Melody Ravonel Salzgeber for the T2K Collaboration

http://www.t2k-experiment.org

Systematic uncertainties are estimated in most cases by re-weighting the MC, including all correlations between underlying parameters.
The RMS of the difference between the result obtained with the re-weighted MC and the nominal MC for a given systematic source, is the 
error of this contribution.

Cross-section modeling and flux are the main source of systematic errors. One of the biggest contributions to the cross-section uncertainty 
comes from the differences between the nuclear spectral function (implemented in NuWRO) and the Relative Fermi Gas model used by 
NEUT.  While for the flux, secondary nuclear interactions is dominant, the main contribution of the detector response systematic is due to 
events from outside the fiducial volume.  The algorithm, number of target and FSI systematic error are almost negligible compared to the main 
sources. 

 

      Overview of the T2K experiment, where a high intensity beam of  νµ is created at Tokai and sent 300 km under 
ground to the water Cherenkov detector Super-Kamiokande.

In the T2K long baseline neutrino oscillation experiment, a high 
intensity neutrino beam (<E>= 850 MeV) is created by a 30 GeV 
proton beam impinging on the 90 cm long T2K graphite target. 

We use the data accumulated in 2010 and 2011 corresponding to a 
total integrated flux of 2.09 x 1012 cm-2/POTrun1+run2

For the oscillation analysis, the main role of ND280 is to measure the 
flavor-tagged neutrino event rates at a location where the long 
baseline oscillation is very small.

ND280 can also provide good cross section measurements using the 
flux calculations, based on NA61/SHINE data, performed in view of the 
oscillation analyses. Since the best measured quantities for each event 
are the muon momentum and angle (not the reconstructed energy) 
we produce a largely model independent cross section measurement 
in terms of these muon kinematic variables.

For the first measurement at ND280, we choose the νμCC inclusive 
channel on scintillator (86% carbon) target, as this channel allows for 
high-statistics event selections with good purity.

The measurement is given in terms of the muon momentum and angle which is the most direct representation of our data. 
Given our flux prediction at the near detector, this result tries to answer the requirement asked by theorists to test their most up-to-date 
models.

The differential cross section is shown here only for forward-going angles, where we have most of our acceptance. The data has been unfolded 
with NEUT. Unfolding the data with GENIE gives similar result up to 1% for all forward bins. 

The total number of target nucleons is 5.5 1029 for a scintillator mainly composed of carbon (C86%, O3.7%, H7.4%, Ti1.7%, Si1%, N0.1%).

Overview of the off-axis Near Detector
Figure 5.6: An exploded view of the ND280 o�-axis detector

5.3.3 Side Muon Range Detector (SMRD)13

Goal14

The SMRD performs multiple functions:15

• It records muons escaping with high angles with respect to the beam direction and measures their16

momenta.17

• It triggers on cosmic ray muons that enter or penetrate the ND280 detector.18

• It helps identify beam-related event interactions in the surrounding cavity walls and the iron of the19

magnet.20
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With a binning small enough, the di⇥erential cross-section averaged is then given by,

⇥⌅⇥
⌅b

⇤k =
N int

k

T⇤�bk
(9)

where �bk is the bin width, and ⇥ � ⇥⇥⇤⇥. Following the same principle we get for the 2-dimensional case:

⇥ ⌅2⇥

⌅b1⌅b2
⇤kl =

N int
kl

T⇤�b1,k�b2,l
(10)

⇥ ⌅2⇥

⌅pµ⌅ cos �µ
⇤kl =

N int
kl

T⇤�pµ,k� cos �µ,l
(11)

The cross-section per nucleon for the true bin k and l ⇥k,l is then given by,

⇥kl =
N int

kl

T⇤
(12)

In the case of a perfect detector response, the number N int
k would represent directly the number of events

that we find in a certain reconstructed bin k. However, in practice, this is not the case and it often happens
that events generated in a true bin k end in a di⇥erent reconstructed bin j. Suppose that we have N int

k
events generated in the true bin k and the number of reconstructed events in bin j, N 0

j , is linearly related
to Nk,

N 0
j = AjkNk (13)

The inverse transformation

Nk = A�1
jk N

0
j (14)

that expresses back the number of true events, Nk, in true bin k as a function of the number of reconstructed
events, Nj , in di⇥erent reconstructed bin j, is called unfolding.

An unfolding procedure requires theoretically the inversion of the matrix A. However this method can lead
to statistical fluctuations that are not desirable. In addition, the inverse does not always exist (e.g when
its determinant is null or all its entries are equal). Due to e⇤ciency e⇥ects the matrix A might not be
invertible at all. To avoid this issue, we will use the Bayesian iterative method (based on Bayes’ theorem)
and described by d’Agostini [2].

3 Binning

The binning over initial and final states variables has been set for all the analyses of the T2K near detector
and decided in the scope of the oscillation analysis.

In this analysis, we consider a binning over the final state variables (pµ, cos �µ), as well as a binning over the
initial state variable E� (the true neutrino energy) for a given interaction mode (e.g CCQE, CCRES, etc
...). While the binning over the initial state variables will be use only for systematic propagation, or fake
data studies, the binning over the final state variables will be also used to give the final results, as in Eq. 9.

The (pµ, cos �µ) bins were optimized to provide the best CC inclusive measurement with the amount of
statistics in the data set. Future analyses with larger data sets will use finer binning. For the present
analysis, however, the bins were chosen with several criteria in mind [3]:

5

Differential cross section definition

An unfolding procedure is used to obtain the number of inferred events in a true bin. The 2-dimensional binning is 
converted to a one dimensional binning: (k,l) → k. 

un-smearing 
matrix background

in rec. bin

# of sel. 
events

Unfolding

efficiency

N int
k ⇡ bNk =

Ukj

✏k
(Nsel

j �Bj)

The Method

The Monte-Carlo (MC) is used to generate the neutrino interactions which are fed into the ND280 simulation 
software to map the response of the detector. The relation of the true interactions simulated to the reconstructed 
variables is given by the smearing matrix Sjk or the probability P(j|k). 

Ukj =
Sjk

ntrueX

↵

Sj↵

signal matrix

Ukj ⌘ P (k|j) = P (j|k)P (k)X

↵

P (j|↵)

and can be expressed in terms of 
the smearing matrix

The un-smearing matrix chosen 
for this analysis is based on  Bayes’ 
theorem 

Systematic errors
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Reconstructed binning  j 
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 Efficiency vs true momentum and angle 

Run #: 4200 Evt #: 24083 Time: Sun 2010-03-21 22:33:25 JST

Total cross section given for a mean neutrino energy of 0.85 GeV, the horizontal bars represent 68% of the flux at each side of the 
mean energy

The Final State Interaction (FSI) contribution in the cross section modeling source is treated separately in a similar way as the detector response 
systematic. 
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where Eq. 16 comes directly from the Bayes’ theorem.1

We will often use the term unsmearing matrix to refer to this probability when considered over all2

true and reconstructed bins. The unsmearing matrix is shown for the first iteration in Fig. 7.3
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Figure 7: Left: Unsmearing matrix after the first iteration (see Eq. 16). Right: E�ciency for the nominal
NEUT MC in the (Pµ, cos ⇥µ) plane (see Eq. 14). The last momentum bin contains the total number of
event from 900 MeV to 30 GeV.

• In Eq. 16, Pm(tk) is simply the updated prior probability to observe an event in the bin tk for the4

m-th iteration:5

Pm(tk) =
Nm

tk
nt⇥

�=1

Nm
t�

(17)

where Nm
tk is given using Eq. 15 for m = m+ 1.6

For simplicity, in the following section, we will use the notation,7

Ukj =
Pm(tk|rj)

�k
, Pjk � P (rj |tk), ⇤Ntk � Nm+1

tk
(18)

In the case of a single iteration, we have:8

P0(tk|rj) =

Sjk

Ntk

Ntk�
� Nt�

�
⇥

Sj⇥

Nt⇥

Nt⇥�
� Nt�

=
Sjk�
�Nt�

1
�

⇥
Sj⇥�
� Nt�

=
Sjk�
⇥ Sj⇥

(19)

The code used to unfold the data is based on the RooUnfold package developed by Tim Adye, Kerstin9

Tackmann, and Fergus Wilson [5]. Several modifications have been brought to the original code such as the10

computation of the statistical error which now take also into account the MC statistical error and not only11

the part coming from the data. The computation of the statistical error is based on the d’Agostini paper12

[2].13

13

Table 19: Di�erential cross-section result for forward angle only, with its statistical and systematic error.
The systematic error on the number of target nucleons is taken into account inside the total systematic
error listed here.

Pµ (GeV/c) cos �µ ⇤ ⌅2⇥
⌅pµ⌅ cos �µ

⌅ cm2

nuclei MeV ⇤ ⌅2⇥
⌅pµ⌅ cos �µ

⌅ cm2

nucleon MeV stat. error (%) syst. error (%)

[0.0, 0.4] [�1, 0] 2.919 ⇥ 10�41 2.412 ⇥ 10�42 2.86 19.81
[0, 0.84] 4.784 ⇥ 10�41 3.955 ⇥ 10�42 5.03 14.53
[0.84, 0.9] 3.895 ⇥ 10�41 3.220 ⇥ 10�42 9.37 17.08
[0.9, 0.94] 3.505 ⇥ 10�41 2.897 ⇥ 10�42 11.82 18.20
[0.94, 1] 3.530 ⇥ 10�41 2.918 ⇥ 10�42 13.78 18.68

[0.4, 0.5] [�1, 0] 0.691 ⇥ 10�41 0.571 ⇥ 10�42 3.52 49.65
[0, 0.84] 9.315 ⇥ 10�41 7.700 ⇥ 10�42 4.27 12.87
[0.84, 0.9] 13.050 ⇥ 10�41 10.787 ⇥ 10�42 8.55 12.58
[0.9, 0.94] 11.594 ⇥ 10�41 9.584 ⇥ 10�42 9.97 12.83
[0.94, 1] 7.425 ⇥ 10�41 6.137 ⇥ 10�42 11.42 14.77

[0.5, 0.7] [�1, 0] 0.055 ⇥ 10�41 0.045 ⇥ 10�42 32.33 49.53
[0, 0.84] 5.152 ⇥ 10�41 4.258 ⇥ 10�42 3.86 11.88
[0.84, 0.9] 14.624 ⇥ 10�41 12.088 ⇥ 10�42 6.18 11.50
[0.9, 0.94] 12.936 ⇥ 10�41 10.693 ⇥ 10�42 7.18 12.57
[0.94, 1] 10.816 ⇥ 10�41 8.940 ⇥ 10�42 7.67 14.95

[0.7, 0.9] [�1, 0] 0.004 ⇥ 10�41 0.003 ⇥ 10�42 28.71 102.77
[0, 0.84] 1.675 ⇥ 10�41 1.385 ⇥ 10�42 5.23 11.86
[0.84, 0.9] 8.206 ⇥ 10�41 6.783 ⇥ 10�42 6.85 12.50
[0.9, 0.94] 8.812 ⇥ 10�41 7.284 ⇥ 10�42 7.57 15.19
[0.94, 1] 9.201 ⇥ 10�41 7.606 ⇥ 10�42 6.90 19.16

[0.9, 30.0] [�1, 0] 0.000 ⇥ 10�41 0.000 ⇥ 10�42 0.00 1.34
[0, 0.84] 0.013 ⇥ 10�41 0.011 ⇥ 10�42 5.88 13.01
[0.84, 0.9] 0.154 ⇥ 10�41 0.127 ⇥ 10�42 6.05 11.65
[0.9, 0.94] 0.280 ⇥ 10�41 0.231 ⇥ 10�42 5.33 11.39
[0.94, 1] 0.912 ⇥ 10�41 0.754 ⇥ 10�42 2.97 11.24

for the result obtained with the GENIE MC only corresponds to the statistical error, while the systematic1

error is included in the result obtained when unfolding with NEUT. We see that all GENIE points are inside2

the NEUT systematic error.3

Taking the total number of inferred events, given in Table 18, we can calculate the integrated flux averaged4

total cross-section dividing this number by the integrated flux and the number of targets with the caveat5

that we trust our model to simulate correctly the backward region. As the systematic error calculations,6

have been done by comparing other experiments that have the full phase space, we are confident that the7

systematic error on these bins are correct.8

We obtain,9

⇤⇥CC⌅⇤ = (8.38± 0.16(stat)± 1.03(syst))⇥ 10�38 cm2

av. nuclei
(74)

⇤⇥CC⌅⇤ = (6.93± 0.13(stat)± 0.085(syst))⇥ 10�39 cm2

nucleons
(75)

where the data agrees well with the MC predicted values that are:10

⇤⇥NEUT
CC ⌅⇤ = 8.78⇥ 10�38 cm2

av. nuclei
⇤⇥NEUT

CC ⌅⇤ = 7.26⇥ 10�39 cm2

nucleons
(76)
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Figure 26: Di�erential cross-section results with systematic and statistical error bars together. The di�er-
ential cross-section is given in cm2/nucleon/MeV. Each graph corresponds to a bin angle.

⌅�NEUT
CC ⇧� = 8.78� 10�38 cm2

av. nuclei
⌅�NEUT

CC ⇧� = 7.26� 10�39 cm2

nucleons
(76)

⌅�GENIE
CC ⇧� = 8.09� 10�38 cm2

av. nuclei
⌅�GENIE

CC ⇧� = 6.68� 10�39 cm2

nucleons
(77)

From this result, we observe that data agrees better with GENIE than with NEUT. This might suggest that1

prediction with MA ⇥ 1 are more accurate than prediction for MA > 1. Since the result agree with both2

generators, inside the error bars, no real conclusion can be made on that subject. It can be shown that3

previous flux were underestimating the MC, allowing better agreement with NEUT than with GENIE. The4

application of the tuned flux 11bv3.1, increases the flux in general along the phase space. Because of the5

big flux uncertainty, that we still have, a better agreement with one of the MC cannot show any conclusion6

in the intrinsic modeling of the generator.7

To compare with other experiment, it can be useful to calculate the mean energy of our flux, that is 0.858

GeV. Fig. 29 shows the T2K total cross-section result together with the other experiments. We see that the9

NEUT prediction, in green, for the T2K experiment corresponds to the NEUT prediction for the SciBooNE10

experiment. The good agreement between the two predictions gives us confidence that no major mistake11

has been made computing the result. However, it does not shelter us from any mistake. The horizontal bar12

for the T2K point has been calculated by first finding Emin and Emax corresponding to 68 % of the total13

flux with an energy bigger/smaller than the mean energy,14

� Emax

0.85
⇥�(E)
⇥E dE

�⇥
0.85

⇥�(E)
⇥E dE

= 68% ⇤ Emax = 1.4 GeV (78)
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• true neutrino energy (k) with 200 bins (50 MeV
wide) from 0 GeV to 10 GeV and one bin from
10 GeV to 30 GeV.

• interaction mode (l) with categories for CCQE,
CC1⇡, CC coherent, CC other, NC1⇡0, NC coher-
ent and NC other.

The systematic parameters are ~

f =
(b

j,k

, x

norm

k,l

, ~x, d

i,j,k

, f

s). The b

j,k

vary the flux
normalization, and the x

norm

k,l

are cross section normal-
ization parameters. The ~x are cross section parameters
such as MQE

A

and p

F

where the e↵ect on the prediction
is modeled with response functions, w

i,j,k,l

, evaluated
for each combination of observable bin, flux type,
neutrino energy bin and interaction mode. The d

i,j,k

are systematic parameters that vary the normalization
of the prediction for each combination of observable bin,
flux type and interaction mode. These parameters are
used to model variations due to FSI and SK e�ciency
uncertainties. The momentum scale variation according
to the parameter f

s is not shown in Eq. 19. The
parameter f

s scales the momentum range of the bins
and the bin contents are recalculated assuming a flat
momentum dependence in each bin.

We compute three-neutrino oscillation probabilities,
P

osc

k,l,m

(~o), which include matter e↵ects, according to the
numerical technique defined in Ref [107], for a given set
of the oscillation parameters, ~o. The �

CP

dependence is
evaluated by scanning the value of �

CP

and fitting for
sin22✓

13

with �

CP

fixed at each scan point. The remain-
ing oscillation parameters are always held fixed to the
values listed in Table XIII.

Based on Eq. 19, we predict both the total number
of events and the normalized (p

e

, ✓

e

) shape distribution
(probability density function, PDF). The predicted num-
ber of events and the predicted (p

e

, ✓

e

) distribution are
used in the likelihood function of the oscillation fit. The
e↵ect of the systematic uncertainties on the predicted
number of events and (p

e

, ✓

e

) PDF are studied by re-
calculating the rate and PDF under variations of the
systematic parameters according to the prior probability
distribution of the parameters. Table XVI summarizes
the uncertainty on the predicted number of events for
each systematic error source assuming sin22✓

13

=0 and
sin22✓

13

=0.1.
The uncertainty on background only predicted num-

ber of events (sin22✓
13

=0) is larger than that of sig-
nal+background due to the larger uncertainties on the
NC backgrounds (32%); the uncertainty on CC back-
ground events (14%) is comparable to that of the CC
signal events. The inclusion of the ND280 measure-
ments reduces the uncertainty on the total predicted
event rate due to the flux and CCQE, CC1⇡+ cross sec-
tion model from 18.3% to 8.5% (22.6% to 5.0%), assum-
ing sin22✓

13

=0. (sin22✓
13

=0.1). The far detector e�-
ciency uncertainty has been reduced from 14.7% (9.4%)
in the previous analysis [21] to 6.8% (3.0%) assuming
sin22✓

13

=0.0 (sin22✓
13

=0.1) due to new CC ⌫

e

and ⇡

0

TABLE XVI: Summary of the contributions to the total
uncertainty on the predicted number of events,

assuming sin22✓
13

=0 and sin22✓
13

=0.1, separated by
sources of systematic uncertainty. Each error is given in

units of percent.

sin22✓13=
Error source 0 0.1
Beam flux & ⌫ int. (ND280 meas.) 8.5 5.0
⌫ int. (from other exp.)
x

CCother

0.2 0.1
x

SF

3.3 5.7
p

F

0.3 0.0
x

CCcoh 0.2 0.2
x

NCcoh 2.0 0.6
x

NCother 2.6 0.8
x

⌫

e

/⌫

µ

1.8 2.6
We↵ 1.9 0.8
x

⇡�less

0.5 3.2
x1⇡E

⌫

2.4 2.0
Final state interactions 2.9 2.3
Far detector 6.8 3.0
Total 13.0 9.9

SK atmospheric control samples; the FSI uncertainty has
also been reduced from 10.1% (5.4%) in the previous
results to 2.9% (2.3%) in this analysis, as correlations
between reconstructed bins are now taken into account
(Sec. VC1).
We also consider the e↵ect on the (p

e

, ✓

e

) PDF,
or “shape” of (p

e

, ✓

e

), as the systematic parameters
are changed. Fig. 31 (Fig 32) shows the varia-
tion of the one-dimensional angular slices of the to-
tal signal+background as a function of momentum for
sin22✓

13

=0.1 (sin22✓
13

=0). The main contributions to
the shape systematic uncertainties for sin22✓

13

=0 are the
SK detector e�ciency and W

e↵

parameters in the neu-
trino interaction models which introduce uncertainties
on the (p

e

, ✓

e

) distribution of ⌫
µ

(NC) background. For
sin22✓

13

=0.1, the dominant contributions to the shape
systematic uncertainties are the ⌫

µ

flux, CCQE and
CC1⇡ cross section parameters, x

SF

, and the SK detec-
tor uncertainties.

B. ⌫

e

likelihood

We define an extended likelihood as the product of
the likelihoods for the observed number of ⌫

e

candidate
events (L

norm

), the shape of (p
e

, ✓

e

) distribution of those
events (L

shape

) and the constraint term for the nuisance
parameters (L

syst

). The normalization term, L
norm

, is
defined by the Poisson probability to observe the number
of ⌫

e

candidate events, N
obs

, given a predicted number
of events, n =

P

N

p✓

i,j

N

p

i,j

(~o, ~f):

L
norm

(~o, ~f) =
(nN

obs)e�n

N

obs

!
(20)

13

TABLE IV: The parameters used to vary the NEUT cross section model and a brief description of each parameter.

CCQE Cross Section
M

QE

A

The mass parameter in the axial dipole form factor for quasi-elastic interactions
x

QE

1 The normalization of the quasi-elastic cross section for E
⌫

< 1.5 GeV
x

QE

2 The normalization of the quasi-elastic cross section for 1.5 < E

⌫

< 3.5 GeV
x

QE

3 The normalization of the quasi-elastic cross section for E
⌫

> 3.5 GeV
Nuclear Model for CCQE Interactions (separate parameters for interactions on O and C)

x

SF

Smoothly changes from a relativistic Fermi gas nuclear model to a spectral function model
p

F

The Fermi surface momentum in the relativistic Fermi gas model
Resonant Pion Production Cross Section

M

RES

A

The mass parameter in the axial dipole form factor for resonant pion production interactions
x

CC1⇡
1 The normalization of the CC resonant pion production cross section for E

⌫

< 2.5 GeV
x

CC1⇡
2 The normalization of the CC resonant pion production cross section for E

⌫

> 2.5 GeV

x

NC1⇡0
The normalization of the NC1⇡0 cross section

x1⇡E

⌫

Varies the energy dependence of the 1⇡ cross section for better agreement with MiniBooNE data
We↵ Varies the distribution of N⇡ invariant mass in resonant production
x

⇡�less

Varies the fraction of � resonances that decay or are absorbed without producing a pion
Other

x

CCcoh. The normalization of CC coherent pion production
x

NCcoh. The normalization of NC coherent pion production
x

NCother The normalization of NC interactions other than NC1⇡0 production
x

CCother

Varies the CC multi-⇡ cross section normalization, with a larger e↵ect at lower energy
~x

FSI

Parameters that vary the microscopic pion scattering cross sections used in the FSI model
x

⌫

e

/⌫

µ

Varies the ratio of the CC ⌫

e

and ⌫

µ

cross sections
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FIG. 10: The NEUT ⌫

µ

interaction cross section per
nucleon on 16O with a breakdown by interaction
process. The “NC Other” curve includes neutral

current coherent pion production, resonant charged
pion production, multi-pion production and deep

inelastic scattering. The predicted ⌫

µ

flux spectrum at
SK with no oscillations is shown for comparison.

1. FSI model tuning and uncertainty

The NEUT FSI model includes parameters which al-
ter the microscopic pion interaction probabilities in the
nuclear medium. The central values of these parameters
and their uncertainties are determined from fits to pion
scattering data [77–79]. We consider variations of the
FSI parameters within the uncertainties from the fit of
the pion scattering data, and evaluate the uncertainties
on the predicted event rates for ND280 and SK selections.

2. CCQE model uncertainty

The most detailed measurement of CCQE scattering
on light nuclei in the region of 1GeV neutrino energy has
been made by MiniBooNE, which has produced double-
di↵erential cross sections in the muon kinetic energy and
angle, (T

µ

, cos ✓
µ

) [80]. We compare the agreement of
NEUT to the MiniBooNE CCQE data in addition to our
own near detector measurement of CCQE events (Sec-
tion VI) since the MiniBooNE detector has 4⇡ accep-
tance, providing a kinematic acceptance of the leptons
that more closely matches the SK acceptance for the se-
lection described in Section VIII. This is illustrated in
Fig. 11, which compares the predicted true Q

2 distribu-
tions for CCQE events in the ND280 CCQE selection,
the MiniBooNE CCQE selection, and the SK selection
for ⌫

e

appearance candidates.
In order to allow the ND280 data to constrain the

K. Abe et al, arXiv 1304.0841

• Cross-section and interaction 
uncertainties (especially the 
nuclear physics model) are a 
significant part of the total error 
budget, even with constraints 
from a Near Detector!
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Elevation View

The MINERνA detector is comprised of a stack of MODULES of varying composition, 
with the MINOS Near Detector acting  as a muon spectrometer.  It is finely 

segmented (~32 k channels) with multiple nuclear targets (C, CH, Fe, Pb, He, H2O).

The Best Thing Since Sliced Bread...

Magnetized



NuMI Beamline 

• 120 GeV P  Beam  →  C  target →  π+ − & K+  − 
• Have roughly 35x1012 protons on target (POT) per 

spill at 120 GeV with a beam power of 300-350 kW at 
~0.5 Hz 

• 2 horns focus π+ and K+ only 
• Mean Eincreased  by moving target and one horn

• π+ and K+ →  μ+νμ 
• Absorber stops hadrons not 
• absorbed by rock, →  detector

 S. Manly - Univ. of Rochester 7 

μ+ π+ 

figure  courtesy  Ž.  
Pavlović 

νμ 
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Rethink the procedure for Minerva:

Now, exploring to fit the MC invariant cross sections of the Now, exploring to fit the MC invariant cross sections of the 
interactions in the neutrino history to match the data.interactions in the neutrino history to match the data.

Gabriel N. Perdue Fermilab19

Beam Flux
"Special Runs"

Vary target position and horn current.

6

Pion Plus Parametrization

  FTFP: dots FTFP: dots 
    ABC  : line.ABC  : line.
    Parametrized ABC : linesParametrized ABC : lines

ABC for π+

Dots: FTFP
Solid: ABC
Solid: Parameterized ABC

5

d
2
N

dxF dpT
=[ A( xF)+B (xF ) pT+D( xF) pT

2 ]e
−C ( x

F
) p

T

E( x
F
)

ABC, ABCD and ABCDE

  ABC     :     D = 0 and E = 1 .5

  ABCD   :     E = 1.5

  ABCDE :     E in [1.4, 1.6]

  In the next slides, I show this parametrization for π+.

  ABCDE histograms are fitted to get a complete parametrized yield    

   of the hadron that exit the target.

  Multi-parameter fitting assuming xF dependency:  

  for every particle (π+, π+, K+, K-)

  Code at Ana/BeamStudies/scripts/BeamFitting

Anew=( par [ i ]+ par [i+1] xF )A

Parameters: 
●  ABC     :  24 
● ABCD   :  32  
● ABCDE:  40  


