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25m diameter, 46m long, weighing 7000T, with 3000km of cables and 108 channels

ATLAS Basics

Muon spectrometer Muon spectrometer (|η|<2.7, B=4T max) 
ToroidToroid magnet system with precision and magnet system with precision and 
trigger chamberstrigger chambers

Tracking (|η|<2.5, B=2T):
•• Silicon pixels and stripsSilicon pixels and strips
•• Transition Radiation TrackerTransition Radiation Tracker

CalorimetryCalorimetry (|(|ηη|<5) |<5) 
EM : EM : PbPb--LArLAr (|(|ηη|<3.2) |<3.2) 
HAD: Fe/HAD: Fe/scintillatorscintillator (|(|ηη|<5) |<5) 
(central), Cu/W(central), Cu/W--LArLAr (fwd(fwd)

p 7TeV

p 7TeV
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MuonSpectrometer
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Inner Detector Commissioning Status 

All detector components installed
Barrel SCT & TRT
Both EndCaps for forward SCT & TRT
Full Pixel detector & Be beam pipe

SCT & TRT fully connected and signed off

Final work on Pixel ongoing
Optical & electronic connections validated
Cooling issues
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LAr Calorimeters Commissioning Status 
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TileCal Hadron Calorimeters Commissioning Status
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MuonSpectrometer Commissioning Status (I)

Cabling almost finished for all subsystems

Gas Systems
MDT/CSC gas system operational 
RPC gas system in recirculation mode tested
TGC gas system not tested with 

final gas mixture

Cosmic Ray Commissioning
11 of 16 barrel MDT sectors, 2 EOS sectors

all 16 BW and SW sectors on both sides 
tested with cosmics

10 of 16 RPC sectors tested with cosmics
13 of 24 TGC sectors tested with cosmics
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MuonSpectrometer Commissioning Status (II)
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Detector Status 
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Cosmic Hits in Muon Barrel 
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Combined Data Taking 
Successful P5/M7 runs

All muon subsystems participating
RPC trigger — 4(6)/16 sectors, 100 Hz
TGC trigger — 13/24 sectors, 5 Hz
MDT chambers: 90% in read-out

(65% with HV)
All subsystem working with new DAQ version

CSC with some problems
Stable runs over several hours
6.5 million events collected
Many failures due to damage in bottom MDT barrel 

sectors fixed
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Motivation to analyze cosmic data

Study the performance of:
Detector
Do debugging,  identifying non-working 

channels/chambers
Calibration & alignment
Non-pointing cosmics are useful for 

alignment studies
Reconstruction algorithms

(offline & HLT)
(standalone & combined muon

Monitoring algorithms
Simulation (through data/MC

comparisons)

First step towards achieving physics 
requirements

See example- next slide
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Detector not in nominal position and conditions  
Not synchronized with the 40MHz readout clock
No primary vertex
Not the best particles for LAr performance studies

Requires some adaptations of the reconstruction algorithms and specific 
detector description and simulation samples

Commissioning Data : Not exactly pp LHC data 
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“Online”
1. Commissioning of individual 1. Commissioning of individual 

subsystems in pit (almost finished)subsystems in pit (almost finished)
2. Integration of subsystems into ATLAS2. Integration of subsystems into ATLAS

trigger and DAQ system (ontrigger and DAQ system (on--going)going)

Several global commissioning runs Several global commissioning runs 
using cosmic rays in 2007using cosmic rays in 2007--2008:2008:

-- operate the whole experimentoperate the whole experiment
-- achieve stable running for long achieve stable running for long 

periods periods 
-- exercise Trigger and DAQ exercise Trigger and DAQ 

(data flow, run control, configuration)(data flow, run control, configuration)
-- operate control room as if data takingoperate control room as if data taking

Should not forget “Offline”
- Full Dress Rehearsal (FDR):

a “stress test” of the full data processing and analysis chain from point-1 to the end user

ATLAS Commissioning Activities
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Event data model:
Raw Data Object (1.6 MB/ev)
Event Summary Data (0.5 MB/ev)

Reco output, calibration
Analysis Object Data (0.1 MB/ev)

Physics-oriented objects
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• Event decoding 
– BS conversion
– cabling maps

• Calibration 
• Alignment 

– Optical alignment
– Alignment with tracks

• Database issues
– Store and retrieve from the database all the necessary quantities needed in the 

reconstruction  
• Monitoring 

– Standalone in the muon spectrometer 
– Combined with ID and calos
– Event displays

• Reconstruction 
– Adapt existing algorithms to reconstruct cosmics
– Implement and test the use of several features (dead, noisy channels) 
– Combined reconstruction with all the sub-detectors

• Simulation 
– Provide the right detector description for simulation of cosmics with the various setups  

of (Mx/Px Runs)

Major s/w activities in the Commissioning Phase 
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Schematic Overview of ATLAS Offline Commissioning Software 
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ATLAS

LHC Start-Up Schedule 
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ATLAS μDQA

• Official ATLAS μDQA has 4 parts
– Online (in the ATLAS control room)
– Offline (on Tier0)
– Calibration centers (at Rome, Munich & Michigan)
– Combined μDQA

Each has a specific, complementary, role
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Monitoring timelines

Online DQA (GNAM/DQMF)
Latency: 10s of seconds

Offline Express Stream DQA (DQMF)
Latency: 1–2 hours; 
Full detector
Old calibration constants.
Repeat w/ latency 1 day with new calib constants 

Calibration Stream (LVL2 stream)
Latency: 1–2 days; 
Highest statistics
Muons only

→All important parameters are monitored
→ Focus is quick turn-around (<24hrs), runs in “real time” on Express Stream at Tier0.
→ Validation prior to 1st full reconstruction on Tier0 & feedback to shift crew.
→ Not optimal for fine-grained checks that require lots of stats.

See Elektra’s talk
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Offline DQA

• Monitoring done at 3 Different levels :
– Low Level offline (hit level quantities)

• MuonRawDataMonitoring
– occupancies, correlations,…

• Primarily to test readout-chain from online->offline
• Backup for online (very useful during Px/Mx)

– Mid Level offline (reconstructed quantities)
• MuonSegmMonitoring , MuonTrackMonitoring
• Occupancies on tracks, residuals,…
• Check calib constants, chamber efficiencies, alignment

– High Level offline (physics quantities) 
• MuonPhysicsMonitoring
• Cross sections, mass peaks,…
• Check calib constants, long-term stability, tracking eff.

• All are limited by event rate at Tier0

Tier-0 Monitoring WebDisplay

http://atlas-sw.cern.ch/cgi-bin/viewcvs-atlas.cgi/offline/MuonSpectrometer/MuonValidation/MuonDQA/MuonRawDataMonitoring/
http://atlas-sw.cern.ch/cgi-bin/viewcvs-atlas.cgi/offline/MuonSpectrometer/MuonValidation/MuonDQA/MuonSegmMonitoring/
http://atlas-sw.cern.ch/cgi-bin/viewcvs-atlas.cgi/offline/MuonSpectrometer/MuonValidation/MuonDQA/MuonTrackMonitoring/
http://atlas-sw.cern.ch/cgi-bin/viewcvs-atlas.cgi/offline/MuonSpectrometer/MuonValidation/MuonDQA/MuonPhysicsMonitoring/
https://atlasdqm.web.cern.ch/atlasdqm/
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Understand backgrounds to New PhysicsUnderstand backgrounds to New Physics,,
e.g. e.g. tttt and W/Z+ jets (omnipresentand W/Z+ jets (omnipresent……))Step #2

Step #3 Look for New Physics potentially accessible in first Look for New Physics potentially accessible in first year(syear(s), ), 
e.g. e.g. ZZ’’ →→ ee/ee/μμ,μμ, SUSY, HiggsSUSY, Higgs……??

•• Understand / calibrate detector & trigger in situ using wellUnderstand / calibrate detector & trigger in situ using well--known processesknown processes
•• Z(ee,Z(ee,μμμμ) calibration/alignment for tracker, Calorimeters, ) calibration/alignment for tracker, Calorimeters, MuonSystemMuonSystem, detector , detector 

efficiency, trigger performance, detector momentum scale, uncertefficiency, trigger performance, detector momentum scale, uncertainties on the magnetic ainties on the magnetic 
filed (filed (distordeddistorded B Filed)B Filed)

•• ““RediscoverRediscover”” Standard Model at 14TeVStandard Model at 14TeV
→→ uuse wse well modeled ell modeled ““standard candlesstandard candles””: : W, Z, top:W, Z, top:

Step #1

Channel Events/
100pb-1

Total Events from 
LEP/Tevatron

Leads to understanding of…

Z →ee, μμ ~104 ~106 LEP
~105 Tevatron

~104 LEP
~106 Tevatron

tt→WbWb→μν+X ~102 ~104 Tevatron Jet scale from W→jj
B tagging performance

ECAL energy scale and uniformity
Tracking alignment

W→eν, μν ~105 ECAL energy scale
Tracking alignment
Constrain PDFs

Commissioning and physics with first dataCommissioning and physics with first data
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10 pb-1

ATLAS preliminary

After all cuts expect ~600 Z→μμ/ee events 
per pb-1, per channel

Muon channel used for alignment of muon 
spectrometer and ID tracker, plus trigger and 
reconstruction efficiencies

Electron channel used to calibrate the lepton 
energy scale, using the Z mass 
constraint, measure trigger and 
reconstruction efficiencies and 
calibrate the ECAL uniformity:

-Expect initial, residual long range 
non-uniformities at level of 1-2%

- Around 105 Z→ee events should be 
sufficient to reach the goal response 
uniformity of ~ 0.7%

With 100pb-1 the Z cross section should be 
measured to around 10%, dominated by the 
uncertainty on the luminosity

0.7%

Number of Z→ee events

Luminosity pb-1

Initial Goals 2008-2009 First Peaks and Detector Calibration
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Conclusions 
ATLAS is getting ready to collect data by recording  already cosmic ray 
particles and is eagerly awaiting the first LHC collisions this summer...
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Outlook

ATLAS readiness:
ATLAS is ~100% installed in the cavern and integration into global TDAQ is progressing well
Commissioning with cosmics ongoing
The ATLAS offline software is being commissioned with cosmic rays

Ironing out bugs, exercising subsystem integration
Develop/debug combined algorithms

ATLAS is ready to take first data this summer
We are on the road to an exciting physics program, starting with SM channels for calibration 

purposes, and moving on to hopefully numerous discoveries

Prime goal remains to shed light on the mechanism of EW symmetry breaking. The LHC is set to 
find the Higgs if it is there (from the LEP limit to ~1TeV)

as for Artemis-RTN
The first steps on the road to discovery in 2008

Thanks for the invitation !



Slide  30 of  29Slide  30 of  292nd ARTEMIS Annual Meeting, 3-4 July 08 , Paris N. Benekos (UIUC)

A Physics Road-Map 
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Expected Status at 1st Beam 

Muon spectrometer will be almost 100% operational
• MDT
– All chambers fully commissioned with cosmics
• RPC
– 12(13) of 16 sectors fully commissioned with cosmics
– 4(3) sectors fully cabled and powered, but not debugged
– Chamber trigger efficiency: 90–95% (without optimizing working point)
• TGC
– All sectors fully commissioned with cosmics
– Chamber trigger efficiency: 99% (estimated)
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