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GRIF at a Glance
• GRIF : a collaborative effort between 5 HEP labs in 

Paris Region to build a LCG T2 for analysis and MC
- 4 LHC experiments (80%) + other EGEE/local VOs (20%

- Planned resources in 2008 : 3000 CPUs, 700 TB

- A unique grid site geographically distributed (5 locations

• Quattor choosen in 2005 to be a unique deploymen
and configuration tool for the whole GRIF

- Based on LAL experience with Quattor

- A unique configuration database to warrant consistency 
and leverage administration

- Other local usage possible at each site



GRIF Numbers
• 5 grid « sites » sharing the same base configuration

- DAPNIA : 20
- LAL : 40
- LPNHE : 15
- LLR : 5
- IPNO : 10
- 1 non grid site at CEA : Orme
- All services managed by Quattor (SPMA) : CEs, SEs, RB, 

VOMS, MON, MYPROXY…

• Non grid usage at LAL
- Non grid servers for physics, web servers… : 35

• All servers for physics (15) configured as LCG UI

• Whole configuration managed by Quattor/SPMA

- Desktops and virtual machines : 5 (more to come)
• SPMA configured to allow for user installed RPMs

- Share basic configuration with LAL grid nodes



Quattor Configuration…
• Configuration Database based on Subversion (SCDB

- Hosted by LAL Subversion server
• Distinct from Quattor server

• SW repository : based on httpd

• Initial installation with AII for all Quattor managed 
nodes

- LAL : DHCP/Tftp servers on Quattor server are shared w
non Quattor usage (main servers for LAL)



… Quattor Configuration
• 1 Quattor server master at LAL

- AII related services (DHCP + TFTP)

- Repository server (http)

- Machine profile server : recompile templates from SCDB 
at each configuration deployment (ant deploy)

• Deployment can occur only after successful local compilation

• Incremental compilation

• 1 Quattor server per geographical site
- Currently only used for AII (DHCP+TFTP)

- Plan to serve template for each site : parallel compilation
at each site ?

- Repository replicas ? SWrep or http cache?

• Full recompile = 3 mn (#150 nodes)
- Quattor server = dual CPU Opteron 2,2 Ghz

- 5 mn considered as a maximum (plan to x5 machines)



Template Layout
• Based on standard layout

- See presentation on Quattor Fabric Description

• Specificities related to our multi-site configuration
- Minimize the number of site specific templates

- Allow each site to specify its site specific templates (e.g. 
network parameters) without duplication

• ‘sites’ hierarchy added  
- set of common parameters shared at a geographical 

location or a service entity

- A cluster can belong to one or several sites
• e.g. : LAL, GRIF

- GRIF site is non geographical : all parameters common t
all GRIF sites (repositories…)



GRIF SCDB Structure

cluster.pan.includes=sites/ipno/**/* sites/grif/**/* os/sl305-i3
standard/**/* 

(2500)

(15)

(4)



SCDB : Monitoring Tool…



... SCDB : Monitoring To



Conclusions
• Very happy with Quattor…!!!

- SCDB allows to set up a very flexible system : ACLs, We
interfaces, notification (RSS)…

• Site adminstrators restricted to modify their site/cluster templates

- Template layout allows simultaneous support for very 
different configurations

- Management from various platform in disconnected mod

• Main concern is pan compiler speed
- Not affordable to spend more than 5 minutes to 

recompile everything

- 1 pre-compiled template for every worker node with just
a few “last minute” customization

- Parallel compilation of every site or on several CPUs

- Rewrite of panc in Java to improve memory managemen

• Documentation effort (in french), based on Trac
- http://trac lal in2p3 fr/Quattor


