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The Technical Infrastructure Monitoring system (TIM) is used to monitor and control CERN's technical services from the CERN
Control Centre (CCC). The system's primary function is to provide operators with reliable real-time information about the state of the
laboratory's extensive and widely distributed technical infrastructure.

A flexible data acquisition mechanism allows TIM to interface with a wide range of technically diverse installations, using industry
standard protocols wherever possible and custom desi dgned solutions where needed. The complexity of the data processing lo |c
including persistence, logging, alarm handlin? command execution and the evaluation of data-driven business rules is encapsulate
the system's business layer. Users benefit from a suite of advanced graphical applications adapted to operations (synoptic wews,
alarm consoles, data analysis tools etc.), system maintenance and support.
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Client Applications
Operators in the CERN
Control Centre use a
suite of graphical
applications for
displaying animated
synoptic views, lists of
alarms and data trends.
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.-+ Business Logic

The TIM business logic

implements the data

processing functionality,

including data
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7 Data Acquisition
TIM interfaces with a
variety of data sources,
including industrial
PLCs, commercial
SCADA products and
custom built systems via
a flexible data
acquisition mechanism.
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~Users and Data Sources

teams use TIM today.

END USERS

Technical Infrastructure operators
PS Access Control team
Accelerator operators

CLIC Test Facility operators
Cryogenics operators (SM18)
Equipment specialists
Maintenance personnel
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INTERFACES

» LHC Alarm Service (LASER)

» LHC Logging System

» Data Interchange Protocol (DIP)

DATA SOURCES
(Monitored equijpment)

Electrical power distribution network
Personal and technical safety alarms
Access control systems

Accelerator subsystems

Cryogenics
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Electricity

Cooling &
Ventilation

control

About 100 users from different operations

Cooling, ventilation and air conditioning

~Monitoring Data Entry System for TIM (MoDESTI)

Requestor - Creation . Technical Infrastructure (TI) services In June 2006, TIM is processing about 1.3
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~TIM in Numbers




