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e Motivation and Goal

Enabling Grids for E-sciencE

Why not just install gLite ?
ARC is deployed at >70 sites (~35000CPUs)
ARC runs on several OS'es
ARC work for other HPC users too
ARC resource usage 15% better
Why not use ARC directly ?
ATLAS can - and also through PanDa...
Hard for smaller VOs to integrate a new grid
Be an integral part of the European grid !
Operation, Monitoring, Accounting
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HCIGG ARC / gLite grid-job comparison

Enabling Grids for E-sciencE
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A typical grid-job consists of:
Fetching data
Running the workload
Uploading data
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ARC / gLite grid-job comparison

Enabling Grids for E-sciencE

» |gLite handles this by: » ARC handles/this by:
-~ WN fetches data (CPU idles) + CE fetches data
- WN runs the workload ~ WN runs the workload
- WN upload data (CPU idles) - CE uploads data

«This means 12-15% better resources usage
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= Ways to Interoperability

Enabling Grids for E-sciencE

Protocol
Unify protocols

WMS
Implement ARC submission in gLite-WMS

Gateway
Introduce a gateway between gLite and ARC

Co-installation
deploy ARC and gLite simultaneous

All exploited within SA3
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= Unify protocols

Enabling Grids for E-sciencE

Current candidate: OGSA BES
Implemented by INFN for CREAM CE v.1
Implemented by KnowARC for ARC v.1

HOWEVER:
handles only small part of the job cycle
(still LB, Maradona, staging...)
no unification of data handling
will work for “hello world”
a lot more work needed

Will not be the suitable approach for the next
many years to come
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G Support for ARC-CE in WMS

Enabling Grids for E-sciencE
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GGG Support for ARC-CE in WMS

Enabling Grids for E-sciencE

» Initiated in 2006 — stalled for 6-9 month

- Problems encountered in building the gLite-
WMS

» Uses Condor-G ability to submit to ARC
» Functional today

» Requires:

- Special gLite-WN Runtime Environment on the
ARC-CE (proxies on WNSs)

— outbound connections open
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c Gateway from gLite to ARC

Enabling Grids for E-sciencE
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Gateway from gLite to ARC

Enabling Grids for E-sciencE

» Initiated in fall 2007

- due to slow progress of the WMS solution
~ finished in April 2008

» Modified glLite-CE.to submit to ARC
- Add ARC as another LRMS to BLAH

- Adapts gl.ite job to run on-ARC
—~ No data handling by WN
~ No need for proxy on WN
~ No need for “outbound” WNs

» Functional today, but:

- Depends on gLite-CE (deprecated)
- Will work with CREAM-CE too
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G Interoperation

Enabling Grids for E-sciencE

Between: “the Nordic Grid (now NDGF)” and
“EGEE” - goal is:

To integrate NDGF fully into the EGEE
infrastructure
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Interoperation

Enabling Grids for E-sciencE

Between: “the Nordic Grid (now NDG}
“EGEE” - goal is:

To integrate NDGF fully into the EGEE
infrastructure

Registered ARC-CEs in the GOCDB
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Interoperation

Enabling Grids for E-sciencE

» Between: “the Nordic Grid (now NDGF)” and
“EGEE” - goal is:

» To integrate NDGF fully into the EGEE
infrastructure

» Registered ARC-CEs in the GOCDB
» Enabled SAM tests for ARC CEs
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Interoperation

Enabling Grids for E-sciencE

- «.Between: “the Nordic Grid (now.NDGF)” and

Review (08-10 July 2008) 1st Rehearsal (19-20 Ju... EGEE Accounting Portal
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NDGF-T1

GG Interoperation

Enabling Grids for E-sciencE

Between: “the Nordic Grid (how NDGF)” and
~EGEE”.~ goal is:

To integrate NDGF fully into the EGEE
infrastructure

Registered ARC-CEs in the GOCDB
Enabled SAM tests for ARC-CEs
Enabled Accounting for NDGF

The ARC-CE Based NDGF infrastructure is
the biggest NE site and contributed (2007)
with 4% of all EGEE Computatlon'
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G Status and remarks

Enabling Grids for E-sciencE

The ARC-CE is now fully compatible with the gLite
suite

Sites running the ARC-CE integrate seamlessly into
the EGEE infrastructure

All infrastructure components are there:
WMS, GOCDB, SAM, APEL

NDGF participates in the EGEE Operation
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Status and remarks

Enabling Grids for E-sciencE

o« The ARC-CE is now fully compatible with the gL.ite
tools

» Sites running the ARC-CE integrate seamlessly into
the EGEE infrastructure

« Allinfrastructure components are there:
- GOCDB, SAM, APEL

» NDGF participates in the EGEE Operation

» The WMS solution was used in production for the
CMS CCRCO08 (CSA08) for Finnish ARC sites
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