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APAN Introduction 
• APAN (Asia Pacific Advanced Network) was first established as a 

non-profit international consortium on 3 June 1997 

• 16 primary members 

• APAN connects the research and education networks of its 
member countries/economies to each other and to other research 
network around the world  

• APAN coordinates activities related to network technologies, 
services, and applications among its members and with its peer 
international organisations 

• In the past few years, research and education networks of United 
States and Europe leap its international network bandwidth and 
links with Asia-Pacific. Together, the three regions are realizing 
a truly global ring architecture as well as driving the connectivity 
to the less-off regions such as Africa, Central Asia and Pacific 
Island 
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ASGC HEP & e-Science resources 
• Scientific Collaborations: HEP (WLCG & AMS), Life Sciences, 

Earth Sciences (Earthquake, Tsunami & Storm Surge), Climate 
Change, Humanity, etc. 

 
• Network 

• Aggregated 2x10G links between TW-US-AMS-CERN since Sept. 2013 
• RTT is ~ 280 ms  

• 1x2.5G link to HK, for CN, JP and other Asia countries 
 

• Computing 
• Total 20,000 CPU Cores 
• Panda+Rucio; DiCOS 
• Cloud 
 

• Storage 
• 12PB Disk + 5 PB Tape 
• DPM, EOS 
• FTS3 



ASGC e-Science Global Network 
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The 2x10G Links Running in 
Good Network Performance 
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ASGC-TEIN Network Usage 
ASGC-Tokyo U. 

Daily (5 Minute Average) 



WLCG & e-Science in Asia 
• Big Science: HEP 

• WLCG 

• Current: AU, CN, IN, JP, KR, MY, NZ, PK, TH, TW 

• Future: HK, SG, VN 

• APROC  

 

• e-Science Communities 

• Life sciences, Medical, Earthquake, Tsunami, Climate 
changes, Cultural heritages, Agriculture, etc. 



Network Challenges in Asia 

• Routing Complexity   

• BGP peering can be realized among NRENs, if agreed 
bilaterally 

 

• Network Performance 

• TCP Throughput <= TCPWinSize/RTT 

• Asian TierXs must tune server and client TCP kernel 
parameters to get better throughput 

 

• LHCONE L3VPN could help resolving the  
application traffic  
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LHCONE networking in Asia 

• ASGC could provide the 20Gb global 
backbone (TW-US-EU) for Asian HEP 
communities 

• ASGC has an open policy to support the 
networking for all LHC experiments (ATLAS, CMS, 
Alice, LHCb) in Asia  

• ASGC has good connectivity with APAN (inc. KR, 
JP, CN, etc.) and TEIN 

• L3VPN Asia hub on HK 



LHCONE VRF on ASGC  

• LHCONE VRF between GEANT and ASGC at 
AMS 

• Plan to connect the CERN LHCONE VRF at 
AMS 

• Plan to implement the LHCONE VRF 
connecting the Internet2 and Esnet at CHI 

• Plan to implement the LHCONE VRF 
connecting Asia Tier-Xs at HK  



LHCONE Asia Workshops 

• Kick-off Workshop: Co-locating with the APAN 38th 
Meeting (11~15 August 2014, Nantou, Taiwan) 

• Advantage: All Asia Pacific NRENs will be here 

 

• Regular LHCONE Asia Workshop: Co-locating with the 
annual ISGC (International Symposium on Grids & 
Clouds) in March  

• Advantage:  

   (1) Easier for Asian NRENs to get together 

   (2) User community & Network provider 



Question/Comment? 

 


