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 Morning session co-organized with 

NLeSC 

 Introduce NLeSC to HEP and HEP to 

NLeSC; investigate project synergies with 

Astronomy 

Sessions 

pre-GDB 2015.03.10 
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pre-GDB 2015.03.10 

Link to agenda 

https://indico.cern.ch/event/319819/
https://indico.cern.ch/event/319819/
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Core eScience Technologies 

 Optimized Data Handling 

 Big Data Analytics 

 Efficient Computing 
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offline Real-time 

Imaging pipeline: scaling up 
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HEP & Astro 

 NLeSC – scaling up means revisiting 70’s 

algorithms back when computers were not 

fast enough 

 LHCb – “inside of the computer becoming 

important again” 

pre-GDB 2015.03.10 
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Take-home messages 
 Prepared for the next steps towards 2020 (and beyond) 
◦ LHC and High-Luminosity LHC 

◦ Open to collaboration with sister sciences 

 Multiple federated data centres 
◦ Xroot/HTTP 

◦ Large-farm operations understood 

◦ Federation  Business continuity 

◦ EOS as heavy-duty system for data analysis 

 “Unified” storage from LHC data analysis farms to desktop 
computing 
◦ EOS + CERNBOX 

 Experience in archiving and preserving scientific data 
◦ 100 PB repository / 1 PB/week  (run1) with CASTOR 

 Substantially growing (LHC run 2) 

Integration & 

Industry Standards 
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My Conclusions I 

 NLeSC interested in further discussions 

 WLCG audience seemed interested in / 

impressed with NLeSC 

 Number of synergies with Astro 

 More info please visit NLeSC website 

 Please contact them if you’re interested in 

collaboration (and let us (Nikhef) know!) 

 Thanks to speakers and participants for the 

excellent presentations and discussions 
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Lunch Conclusions II 

 NLeSC staff involved in SoftwareX 

◦ Has anybody published root or Geant yet? 

 Some overlap with HSF 

◦ Sustainability, career paths sw people 

 

http://www.journals.elsevier.com/softwarex/

