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Introduction

Areas of cloud activity in CMS
— HLT cloud
— CERN Agile Infrastructure (Meyrin, Wiger)
— Tier-0
— User analysis
Significant contribution from the UK

— David Colling, Adam Huffman, Andrew Lahiff, Daniela
Bauer,...



HLT

 What is the CMS High Level Trigger?

— Compute farm with over 13000 cores located at Point 5

— No large local storage system, some nodes have small disks
« Computing power

— 195 kHS06 (150 kHSO06 easily useable)

— HLT is comparable in capacity to entire CMS T1 request
 We should make the most possible use of the resources

— Use the HLT as production resource for processing during
LS1
— Use the HLT whenever possible during Run 2, e.g.
« Maintenance & machine development periods
* In the gaps between fills

» Possibly even during running if conditions mean that the HLT
isn’t fully required
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HLT

Between Stable beams in 2012
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HLT

Stable beams in 2012

Duration of stable beam running

Mean

97
6.846

RMS 5.415

TR
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time /hours

On average, stable
beam is ¥“50% of
time between stable
beam.

Therefore, HLT cloud
should be running
for >60% of 2015.

That means a
resource of ~2/3 of
all our T1 CPU

capacity.



HLT

 Why a cloud?
— Need to guarantee there is no interference with the HLT's
main role
« Essential to be able to migrate on & off quickly
— Much work has gone into ensuring we can start up jobs on
the HLT cloud as fast as possible

* Need to be able to start up as quickly as possible in order to
make best usage of resources after LS1

— Required lots of tuning/fixes/etc
* OpenStack
« HTCondor
* glideinWMS
« WMAgent



HLT

Using OpenStack Grizzly
60 Ghbit link to CERN
— upgraded from 2 x 10 Gbit in February
Currently have just over 4000 cores available
— 144 x C6100 (12 cores, 20 GB RAM)
— 150 x C6220 (16 cores, 28 GB RAM)
Moving nodes between DAQ and OpenStack
— “Shifter” under development

— GUI tool for allocating part or all of the cluster to either DAQ
or OpenStack, and migrating between them



CERN Al

« CERN'’s OpenStack cloud

« Doesn’t contain tuning that was done on the HLT OpenStack
instance...



HLT/AI cloud status

« HLT & Al clouds added to production glideinWMS infrastructure
in May
« Being used routinely for production
— Reprocessing: workflows assigned to CERN LSF, HLT, Al,
reading input data from EOS
— MC production: workflows assigned to HLT, Al + many T1s,
T2s



Job submission

WMAgent glideinWMS
schedd
WMAgent collector
schedd negotiator
Z)
WMAgent CMS production HTCondor pool
schedd

@/




Monitoring

« Ganglia monitoring for Al VMs

” Main | Search Views

Aggregate Graphs

Compare Hosts Events

Automatic Rotation

Live Dashboard Mobile

CMS-Tier0 Cluster Report for Tue, 19 Aug 2014 17:48:41 +0200

Grid > CMS-Tier0 >| --Choose a Node

.

last hour 2hr 4hr day week month year job | custom |orfrom 04/01/2014 00:00 E to 08/18/2014 00:00 H Go

Metric |load_one -~ Sorted ascending descending | by name|

+| Show only nodes matching |

Filter

Get Fresh Data

Clear

CPUs Total: 2782
Hosts up: 582
Hosts down: 114

Current Load Avg (15, 5, 1m):

1%, 1%, 1%
Avg Utilization (last custom):
1%

Utilization heatmap

Overview of CMS-Tier0 @ 2014-08-19 17:48
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HLT usage since March

> R Running jobs
v;?oSSh 170 Days from Week 08 of 2014 to Week 33 of 2014
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Network usage since March

e 60 Ghit link from P5 to CERN

« Usage since March:

CMS Brocade router CDR link (vian)
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~3000 MC processing jobs running



HLT efficiency

Job successes & failures of CSA14 MC processing
— Failures due to file access problems
* Not cloud-related: “hot” files on EOS (replication needed)

fyjdashbe Number of Successful, Failed and/or Aborted Jobs
26 Days from 2014-06-28 to 2014-07-24
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HLT efficiency

= Running jobs compared to expected number of production job slots
168 Hours from 2014-07-08 to 2014-07-15 UTC
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Al usage since March

T2 CH_CERN_AI (OpenStack Al “CMS Evolution” project)

Running jobs

8,000 170 Days from Week 08 of 2014 to Week 33 of 2014
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Al usage since March

T2 CH_CERN_TO (OpenStack Al “CMS TierQ” project)

6,000

Running jobs
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Start-up rates

HLT seems much faster

yidashbe Running jobs
47 Hours from 2014-07-14 00:00 to 2014-07-15 23:59 UTC
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Number of jobs
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- VMs booting

- HTCondor on VMs
starting up &
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collector

1 Could get 4000 jobs

running in ~25 mins
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Wigner

« Aim to treat nodes at Meyrin & Wigner transparently
within a single site

« Currently have Wigner setup as a separate site for
testing

« Example CSA14 MC processing workflow:

Number of Successful, Failed and/or Aborted Jobs
47 Hours from 2014-08-13 00:00 to 2014-08-14 23:59 UTC
T T T v T v T

Efficiency Good Jobs
ours from 2014-08-13 00:00 to 2014-08-14

23:59 UTC
T

)




2011 Hl rereco

* Requests made in March 2014 for HI rereco
— Essential for CMS contribution to Quark Matter
conference in May
« Status by late March

— A workflow running on HLT cloud making very good
progress

— A workflow running at Vanderbilt not expected to
complete in time for the conference
« Time per event much longer than expected
« Storage problems at Vanderbilt



2011 Hl rereco

* Decided to try 2 methods
— Run a clone of the workflow on the HLT & Al clouds

— Run another clone at multiple sites reading data using
Xrootd

 Failure rate very high, didn’t make good progress
« Workflow aborted

* The workflow running on the HLT & Al clouds
completed successfully in time for the conference

— Major success of cloud resources for CMS
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Heavy lon 2011 data re-reco in April 2014 - jobs running on HLT+Al

March 31st: test

new one started

workflow aborted,

April 1sk: increase in running jobs due to (1) hypervisors
which ]'Lad been switched off being switched back on,

April Tth big drop
due ko the power
outage at P5

April 10th: new resources
added to "CMS
evolution” (4k in total now)

|

April 12th: fixed a problem
on the factory which
prevented =500 VM to be
created om Al

April 13th: no more jobs
submission, the workflow is
getting close to completion

/

April 12th: 1k cores added
(5k in total now) - not really
used as the submission of

over

April 4th: increase in running jobs

due o jobs now running on Al
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Summary

« HLT & CERN Al clouds used routinely for production
— Both processing and MC production

— Already an important resource

* Without the HLT cloud, CMS wouldn’t have been able to
present work at the Quark Matter conference

* Future
— Analysis jobs
— Include Winger in routine production activities
— Additional cloud sites



