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From the H2020 questionnaire 

Objective: Stronger engagement with and focus on the beneficiaries: 

 

• Direct beneficiaries: Scientists (Physicists, etc.)  

– interfaces, i.e. science gateways for data access, management and 

processing, to extract the knowledge from the “data tsunami”  help 

access critical mass of scientists 

– share information: application and workflow repositories and further 

mechanisms 

• Indirect beneficiaries: Citizens  

– Green/financial aspects: volunteer-based distributed computing as a 

sustainable and cost-efficient computing/storage infrastructure 

– Higher acceptance/visibility among citizens: volunteer distributed 

computing as communication channel toward citizens and citizens 

scientists 

 



From the H2020 questionnaire  
(FP7 background) 

Science Gateways related research and development: 

• A cluster of on on-going FP7 projects; SCI-BUS (www.sci-bus.eu), 

ER-FLOW (www.erflow.eu), and new CloudSME (all-together 10 

MEUR budget) provide solid background for dozens of research 

communities.  

 

Volunteer Grids: 

• Series of past/on-going FP7 projects: EDGeS, EDGI (www.edgi-

project.eu), DEGISCO (www.degisco.eu), IDGF-SP (www.idgf-

sp.eu) (all-together 6 MEUR budget) provide solid background, and 

further large scale projects are already in production such as 

LHC@home, EDGeS@home (e.g. fusion research), and 

climateprediction.net. 

 both directions supported by the European Grid Infrastructure (EGI) in FP7 

 

http://www.sci-bus.eu/
http://www.sci-bus.eu/
http://www.sci-bus.eu/
http://www.erflow.eu/
http://www.edgi-project.eu/
http://www.edgi-project.eu/
http://www.edgi-project.eu/
http://www.degisco.eu/
http://www.idgf-sp.eu/
http://www.idgf-sp.eu/
http://www.idgf-sp.eu/
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European Grid Infrastructure 
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                              Excellence  > 1200 publications (2010-2014) 

            > 100 research collaborations 

            Transnational access  1/3 of the compute capacity  

                                                   offered by foreign countries 

Maximization of investment    5.42 M years CPU time  

                                         > 0.5 billion jobs/year 

                     Integrated VRC    > 490 integrated applications 



www.egi.eu EGI-InSPIRE RI-261323 

New VO for ELI Beams 
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More info: https://wiki.egi.eu/wiki/NGI_CZ:VO_eli 
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Research and (data) analysis tools:  

Science Gateways  

 

• According to the preliminary plans some tasks of ELI-

ALPS will include  

 

“new software development, tailoring current software 

and integrating all the tools to be accessible from one 

interface for the different research groups of ELI.” 
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Associated partnership from SCI-BUS  

• The SCI-BUS (SCIentific gateway Based User Support) project creates a 

generic-purpose gateway technology based on workflows that 

provides seamless access to major European DCIs including clusters, 

supercomputers, grids, desktop grids, academic and commercial 

clouds. SCI-BUS elaborates an application-specific gateway building 

technology and a customisation methodology based on which user 

communities can easily develop their customised gateways. 

 

• Associated partnership is to be offered to ELI partners with all of its 

benefits. The short list of benefits (commitments) from the SCI-BUS 

project: training, dissemination, joint events, support for 

designing/developing the science gateway of the associated partner. 

http://www.sci-bus.eu/
http://www.sci-bus.eu/
http://www.sci-bus.eu/
http://www.sci-bus.eu/associated-partners


Framework suggested by  

the High-Level Group on Scientific Data  

9 



gUSE architecture in large 

 www.guse.hu 



Supported e-Science communities 

 www.sci-bus.eu 



gUSE based science gateways 

12 

80+ 

deployments 

world-wide 
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IDGF-SP 07/03/2013 14 
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IDGF-SP 07/03/2013 15 
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IDGF-SP 07/03/2013 16 
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International Desktop Grid Federation - Support Project 

Fostering interoperability, dissemination, and sustainability of DCIs 

- Bridged to other e-
Infrastructures 

- Sustainability by  self-
maintained resource pool 
from volunteers (not 
FP7/H2020 funds), studies 
on green aspects & cost-
efficiency 

- Roadmap available 

Hundreds of thousands  
of volunteers 

Dozens of applications 
Bridged more than  

Millions of CPU 
hours since 2009 

(HPC part) 

 desktopgridfederation.eu 



www.egi.eu EGI-InSPIRE RI-261323 

IDGF Operations Center in EGI 
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www.egi.eu EGI-InSPIRE RI-261323 

IDGF Operations Center 
(details) 
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www.egi.eu EGI-InSPIRE RI-261323 

WeNMR jobs on volunteer sites 
integrated to European Grid Infrastructure 
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WeNMR/Haddock portal is 
sending 1 out of 10 jobs to 
EDGeS@home volunteer 
desktop Grid through a 
modified computing 
element (Bridge). 
 
 
 
The recently provided CPU 
hours in the EGI accounting 
portal for executing the 
workunits originated from 
WeNMR (nuclear magnetic 
resonance community). 
 



www.egi.eu EGI-InSPIRE RI-261323 
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Overview of job submission 

alternatives for EDGeS@home 

EDGeS@home 

3GBridge  
project 

GBAC 
BBGC 
MUSO 
AUTODOCK 
ZETA 
 
 

WORK 
UNITS 

client 

client 

client 

Volunteers’ computers 
(27.000+ machines) 

Cloud 

resources 
client 

http://home.edges-grid.eu/home/ 

client 

METAJOB 
PLUGIN 

   BIOVEL 

  AUTODOCK 

 PANNON 
    Univ. 

      ELTE 
      Univ. 

gLite grid 

gLite CREAM mCE   DIRAC, 
  WeNMR 

cr2.edgi-grid.eu:8443/cream-pbs-homeboinc 

         (LHCb) 
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Collaboration and development – progress/plans 

and opportunities: 
 

  Science Gateways 

  Volunteer computing 

  ( Grid / Cloud technologies ) 

 

 

…we are open to support other experiments/facilities as well. 

 

P.S.   some Atlas simulations (Monte Carlo type) from CERN to 

be put on volunteer computing infrastructure to save up more 

computing elements for time-critical data processing  

 

 


