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Risk Factors

/'S presentations contain forward-looking statements. All statements
re not historical facts are subject to a number of risks and uncertaint
| results may differ materially. Please refer to our most recent Earnin
Sse and our most recent Form 10-Q or 10-K filing available on our we
ore information on the risk factors that could cause actual results to «

'mance tests and ratings are measured using specific computer syst
r components and reflect the approximate performance of Intel prod
ured by those tests. Any difference in system hardware or software ¢
ifiguration may affect actual performance. Buyers should consult oth
es of information to evaluate the performance of systems or compon
\re considering purchasing. For more information on performance te
> performance of Intel products, visit Intel Performance Benchmark
tions (http://www.intel.com/performance/resources/limits.htm).
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Agenda

Intel HPC and Grid activities
Leading technology today
.... And tomorrow

Enabling Grid and beyond



Intel in the Grid

| IS driving HPC technology and Network technc
| Volume - HPC technology enables Clusters
sters and Networks enable Grids

| has direct involvement in the Grid area
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Intel’s Grid Activities

) prototype Grid components

lify creation of portable Grid applications
Programming Environment (GPE)

3eans encapsulate application user
aces

les management and use of virtualized
resources (CERN cooperation)

er development by the Unicore family
jects (FZ Juelich)

with Grid experts and users

sean—union funded R&D projects (UniGrids,
SRID, SIMDAT)

with ecosystem, standards bodies

| Grid Forum (technical influence, board membership)
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Graphical GridBean
User Interfaces SDK

Higher-level Services

Atomic Services
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Scaling technology forward
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Scaling technology forward

— Tri-Gate, Nanotubes >
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Scaling Performance Forward

1g Moore’s Law Through
eseeable Future
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> Performance Forward To Multi & Many Core Solutions



Throughput Computing:
A Many Processor Architecture. LARRABEE
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Larrabee is Intel’s first many core
processor

First Larrabee product targets ent
graphics

Each core is a complete Intel proc

Efficient inter-block communicati



The Challenge
Parallel Programming
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oday: Intel® Software Tools for Parallelism
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asearch: Ct: A Throughput Programming Langua
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JrdCltiCadl Case. CERN — Lnasing 1 ne intractail

ARRERN

res into the subatomic world — latest experiment: LHC

\nalysis Grid for LHC — Revolutionizes the way scientisf

1alyze data

ab collaboration essential for building the IT infrastruct

butes In a unique technology collaboration since 2003

lience At The Edge Meets Technology At The Edge



Beyond: Cloud computing

The next step
— Grid “grown up’

Yahoo create cloud-computing labs

loud infrastructure for researchers will help academic / rese
he technology, according to the companies Community (alsc
1 Yahoo, in conjunction with academic and other institutions

orld, have announced the creation of a global, experimental because Of EG E

for cloud computing. The Cloud Computing Test Bed will

prise of six 'Centers of Excellence’, with the University of —In the commerci
bana-Champaign (UIUC), the Karlsruhe Institute of

11
in Germany and the Infocomm Development Authority of areas (?louc_l
Jining in with the three companies. Computlng” IS O|

the big areas of
development
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Summary

ster of COTS HW important for Grids

ore’s Law Continues To Double Transistors Eve
1ths

‘e Core’s, More Cache, More Memory, More
idwidth Delivers Performance

| Software Tools Enable You To scale Performea
ward

I's leading technology enables Grids and we are
vely contributing



Have a successful conference

Putting It all together
HPC @ Intel



