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LHCb Trigger and Online TDR: Trigger Section 

•  8 Sections, 33 pages 
–  Event anatomy 
–  Trigger sequence 
–  Global event cuts 
–  Low level trigger algorithms 
–  Track reconstruction and particle identification 
–  Trigger selections and efficiencies 
–  Robustness 
–  Project organisation 
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Main part of TDR 
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Upgrade trigger strategy 
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Full Software Trigger 
 

LLT (optional) 
Event builder farm 

 
                                   15 – 30 MHz  

 
Full track reconstruction 

Event filter farm 
 

                                1 – 2 MHz  
 

Track fit 
RICH particle ID 

Inclusive and exclusive selections 

30 MHz inelastic collisions 

20 – 100 kHz to storage 
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Full Software Trigger 
 

LLT (optional) 
Event builder farm 

 
                                   15 – 30 MHz  

 
Full track reconstruction 

Event filter farm 
 

                                1 – 2 MHz  
 

Track fit 
RICH particle ID 

Inclusive and exclusive selections 

30 MHz inelastic collisions 

20 – 100 kHz to storage 

Baseline strategy:  
reconstruct all tracks at 

full inelastic collision rate 

Allows offline like 
selections without  

trigger simplifications 



•  Detector readout at full rate (30 MHz inelastic collisions) 
–  Low Level Trigger as optional hardware filter kept as backup 

à  scalable output between 15 – 30 MHz 

Low Level Trigger 

Johannes Albrecht 

At each iteration, an extrapolated point in station Mi is obtained as the intersection of970

the station’s plane with a straight line linking a hit found in station Mi+1

to the LHCb pp971

interaction point.972

For each muon candidate, the transverse momentum is estimated from the coordinates973

of the hits in M2 and M3, and written in the raw event to be possibly used in the HLT.974

The p
T

calculation is done in the thin lens approximation of the dipole magnetic field,975

without further approximation on small angles.976

The processing time of this algorithm is on average 0.7ms of CPU time per event [9].977

It has been estimated in a similar way as the calorimeter algorithm processing time, from978

simulated events corresponding to a luminosity of 2⇥ 1033 cm�2s�1.979

4.4.3 Performances980

The performances of the algorithms described above, in selecting, at the LLT stage, decay981

channels representative of the LHCb physics program of the upgrade [1] are reported here.982

The LLT e�ciency for these channels and the minimum bias retention rates are estimated983

from full Monte-Carlo simulation generated in the upgrade conditions, without applying984

any GEC.985

The performances of the calorimeter algorithms are computed for the decay modes986

B0 ! K+⇡�, B0 ! D+(K⇡⇡)D�(K⇡⇡), B0

s ! �(KK)�(KK), D0 ! K0

S⇡
+⇡� and987

D0 ! K+K�, taking only the hadron candidates into account for the event selection, and988

similarly for the measurement of the minimum bias retention rate.989

Figure 4.5a shows the e�ciency that an event containing the signal decay is selected990

by the calorimeter algorithm, as a function of the value of the threshold placed on the991

E
T

of the hadron candidates. Figure 4.5b shows the same quantity as a function of the992

minimum bias retention rate.993
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Figure 4.5: LLT e�ciencies as a function (a) of the hadron E
T

threshold and (b) of the minimum
bias retention rate, considering only the selection based on hadron candidates.
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•  A natural place to run the software LLT are the event-builder nodes. The 
remaining CPU power on them gives about 2 ms 

•  Baseline strategy is to run without LLT 
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Tracking sequence in the trigger 

•  Do offline like full track 
reconstruction at 30 MHz 
à all tracks with PT>500 MeV 
reconstructed  

•  Inclusion of UT in tracking 
significantly speeds up tracking 
sequence 

•  Particle ID (also RICH based) and 
Kalman filter based fit at 1 MHz 

•  Partial reconstruction approach 
maintained as backup 

Johannes Albrecht 

trigger system mandate a dedicated sequencing and configuration of these same algorithms.1009

The priority is to reconstruct the most valuable tracks first, with more specialised track1010

reconstruction algorithms only being used later in the decision making process. Figure 4.71011

shows a diagram of the track reconstruction sequence used in the trigger, as well as the1012

main o✏ine reconstruction sequence. Track reconstruction in the trigger begins with

have no momentum information. Once a track has been extended to the UT the momentum916

can be measured with a resolution of 15%. Tracks with measurements both in the UT and917

SciFi have a momentum resolution of ⇡ 0.5%.918

In the present o✏ine reconstruction, every algorithm is executed and the results are919

combined. While there is a large overlap between the tracks found, the combination of all920

algorithms outperforms any single track reconstruction sequence. The trigger system shares921

the track reconstruction algorithms with the o✏ine, but the present constraints of the922

trigger system mandate a dedicated sequencing and configuration of these same algorithms.923

The priority is to reconstruct the most valuable tracks first, with more specialised track924

reconstruction algorithms only being used later in the decision making process. Figure 4.5925

shows a diagram of the track reconstruction sequence used in the trigger, as well as the926

main o✏ine reconstruction sequence. Track reconstruction in the trigger begins with

O✏ine

VELO tracking

VELO-UT

Forward reco
pT> 70 MeV�F

PV finding

Full Kalman Fit

RICH PID

Upgrade HLT

VELO tracking

VELO-UT
pT> 200 MeV�F

Forward reco
pT> 500 MeV�F

PV finding

Trigger cuts to
reduce rate to 1MHz

Muon ID

Simplified Kalman Fit

Online RICH PID

Figure 4.5: Track reconstruction sequences used (left) in the o✏ine and (right) in the trigger
reconstruction. The o✏ine reconstruction considers all VELO tracks for extension in the SciFi,
whereas in the trigger information from the UT sub-detector is used to determine the charge and
remove low pT tracks before the Forward tracking. The use of the UT significantly reduces the
execution time of the Forward tracking.

927

execution of the full VELO tracking. Information from the UT sub-detector is then used928

to extend every VELO track which is consistent with a transverse momentum of at least929

0.2GeV/c. For the subset of tracks which were successfully extended, the charge and930

momentum is estimated. These tracks are then extended further by searching for hits931

41

Figure 4.7: Track reconstruction sequences used (left) in the o✏ine and (right) in the trigger
reconstruction. The o✏ine reconstruction considers all VELO tracks for extension in the SciFi,
whereas in the trigger information from the UT sub-detector is used to determine the charge and
remove low pT tracks before the Forward tracking. The use of the UT significantly reduces the
execution time of the Forward tracking.

1013

execution of the full VELO tracking. Information from the UT sub-detector is then used1014

to extend every VELO track which is consistent with a transverse momentum of at least1015

0.2GeV/c. For the subset of tracks which were successfully extended, the charge and1016

momentum is estimated. These tracks are then extended further by searching for hits1017

consistent with pT > 0.5GeV/c in the SciFi sub-detector. The size of the search regions1018

used to extend tracks in the SciFi are reduced by taking into account the charge and1019

momentum measured in the UT. The execution time is further improved by rejecting1020

tracks with pT < 0.4GeV/c.1021

The main o✏ine track reconstruction sequence for long tracks uses the same VELO1022

tracking as the trigger. However, instead of first adding information from the UT sub-1023

46

Global PID	


The upstream tracks can be used to reconstruct low momentum particles which are bent
out of the magnet before they reach the T stations. In addition, they can be used as
input to further algorithms searching for long tracks. The so-called VELO tracks consist
of measurements in the VELO only. In the forward direction they serve mainly to feed
subsequent tracking algorithms which upgrade them to either upstream or long tracks. The
VELO tracks in the backward direction are important for the unbiased reconstruction of
the position of the primary vertices and for measurements of central exclusive production.

All tracks, except VELO tracks, are also used as input for the reconstruction algorithms
of the RICH detectors.

 track

 track

VELO
UT

T1 T2 T3

Figure 4.1: Reconstructed track types for the LHCb upgrade tracking system.

4.1.2 Figures of Merit to Evaluate Tracking Performance

The Tracking in the LHCb reconstruction sequence consists of two parts. The first is
the pattern recognition, which combines individual measurements in the various tracking
systems to form track candidates. The second part is to optimally determine the track
parameters using a Kalman filter based fitting approach (called Kalman fit in the following).
Various figures of merit for the pattern recognition and the track fit will be described in
the following sub-sections, and then used to evaluate the tracking performance.

160
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Track finding efficiencies 

Johannes Albrecht 

Ratio: online/offline 
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Figure 4.8: O✏ine and HLT tracking sequence e�ciencies for long tracks from b-hadrons with
pT > 0.5GeV/c, GEC=1200. The HLT sequence is shown in red squares, the o✏ine sequence in
blue circles, and the ration between both in black triangles. The solid grey histogram shows the
distribution of reconstructible particles.
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•  Typical B-daughter tracks have 
PT>500 MeV 
à efficiency to find in trigger 
~98.7% relative to offline 

momentum measured in the UT. The execution time is further improved by rejecting1032

tracks with pT < 0.4GeV/c.1033

The main o✏ine track reconstruction sequence for long tracks uses the same VELO1034

tracking as the trigger. However, instead of first adding information from the UT sub-1035

detector, all VELO tracks are extended by adding hits from the SciFi sub-detector.1036

This sequence of algorithms provides most of the tracks used in LHCb physics analyses.1037

Throughout this document this configuration is referred to as the o✏ine reconstruction,1038

and it is the configuration against which the trigger tracking performance is compared.1039

4.5.1 Track reconstruction e�ciencies1040

Tracking e�ciencies are measured on a sample of simulated B0

s ! �� decays with ⌫ = 7.6.1041

All e�ciencies discussed in this section are absolute e�ciencies measured relative to the1042

standard LHCb definition of reconstructible tracks, defined in Ref. [5]. Detector acceptance1043

e↵ects are not included in the overall reconstruction e�ciency, since they are already taken1044

into account in the definition of reconstructible, while sub-detector hit ine�ciencies are1045

accounted for.1046

Table 4.4: The reconstruction e�ciency in per cent achieved by the HLT tracking sequence
for di↵erent categories of tracks. The e�ciency is measured with respect to particles which
are reconstructible as long tracks. The first two columns give the e�ciency without and with
GEC, while the third shows the reconstruction e�ciency achieved relative to the o✏ine track
reconstruction.

no GEC GEC=1200 relative

Ghost rate 10.9% 5.9% -

long 42.7% 42.9% 50.4%
long, from B 72.5% 72.8% 80.3%
long, pT > 0.5GeV/c 86.9% 87.4% 97.2%
long, from B, pT > 0.5GeV/c 92.3% 92.5% 98.7%

Table 4.4 summarizes the track finding e�ciency for the HLT sequence. The reduced1047

e�ciencies for the first two categories are due to tracks with pT < 0.5GeV/c being included1048

in the denominator of the e�ciency. For tracks that originate from beauty decays, leaving1049

hits in all tracking detectors, and satisfying a pT requirement of 500MeV/c, the e�ciency in1050

the entire tracking sequence is 92.3%, without applying any GEC. Requiring GEC< 12001051

increases the e�ciency only slightly, to 92.5%. This shows the excellent stability of the1052

track finding sequence at high detector occupancies.1053

The algorithm used to perform the VELO track reconstruction is exactly the same as1054

used o✏ine. In the o✏ine case, all VELO tracks are processed by the Forward tracking1055

without requiring a UT hit. The final column in Table 4.4 gives the e�ciency of the track1056

reconstruction in the trigger relative to the e�ciency of the o✏ine track reconstruction. The1057

46

Ratio: online/offline 
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online 
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Track finding CPU cost 

Johannes Albrecht 

(a) Trigger time versus GEC (b) Forward tracking time versus pT

Figure 4.9: (a) Total time spent in trigger reconstruction as a function of GEC cut applied. (b)
Forward tracking CPU time as a function of the internal pT requirement.

Table 4.5: Timing measurements on minimum bias events produced under nominal upgrade
conditions. The total is the sum of the preceding rows. For the GEC=1200 timing, the output
rate is scaled from 29 MHz to 30 MHz in the last row to provide a direct comparison.

CPU time[ms]
Tracking Algorithm No GEC GEC = 1200

VELO tracking 2.3 2.0
VELO-UT tracking 1.4 1.3
Forward tracking 2.5 1.9
PV finding 0.40 0.38

Total @29MHz 5.6
Total 6.6 5.4

5.4ms with or 6.6ms without the use of GECs. Compared to the total timing budget1099

for the upgrade farm, which is estimated to be 13ms (see Sect. 3.6). Both cases fit1100

comfortably within the budget. The default scenario, running the full software trigger with1101

a GEC requirement of 1200, consumes less than 40% of the available CPU resources and1102

still provides almost all tracks with pT > 500MeV/c without any intermediate selection1103

requirements. It has to be underlined again that the absolute reconstruction timing1104

numbers, measured on the same CPUs, are around a factor three faster than for the1105

current LHCb detector even though the instantaneous luminosity is a factor five higher.1106

49

•  Remove busiest events with global 
event cut (GEC, calorimeter 
multiplicities) 
–  GEC not necessary, but useful 

•  CPU budget Event Filter Farm: 13 ms 

•  Full tracking sequence uses only  
40% of budget 
–  Efficient “knobs” to tune CPU time 

available (backup)  
–  Beahviour Vs. multiplicity under control 

(a) Trigger time versus GEC (b) Forward tracking time versus pT

Figure 4.9: (a) Total time spent in trigger reconstruction as a function of GEC cut applied. (b)
Forward tracking CPU time as a function of the internal pT requirement.

Table 4.5: Timing measurements on minimum bias events produced under nominal upgrade
conditions. The total is the sum of the preceding rows. For the GEC=1200 timing, the output
rate is scaled from 29 MHz to 30 MHz in the last row to provide a direct comparison.

CPU time[ms]
Tracking Algorithm No GEC GEC = 1200

VELO tracking 2.3 2.0
VELO-UT tracking 1.4 1.3
Forward tracking 2.5 1.9
PV finding 0.40 0.38

Total @29MHz 5.6
Total 6.6 5.4

5.4ms with or 6.6ms without the use of GECs. Compared to the total timing budget1104

for the upgrade farm, which is estimated to be 13ms (see Sect. 3.6). Both cases fit1105

comfortably within the budget. The default scenario, running the full software trigger with1106

a GEC requirement of 1200, consumes less than 40% of the available CPU resources and1107

still provides almost all tracks with pT > 500MeV/c without any intermediate selection1108

requirements. It has to be underlined again that the absolute reconstruction timing1109

numbers, measured on the same CPUs, are around a factor three faster than for the1110

current LHCb detector even though the instantaneous luminosity is a factor five higher.1111
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Full trigger time 
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Hardware assisted tracking?  

•  A concentrated effort was made to perform the first tracking steps on 
FPGA’s [LHCb-PUB-2014-026] 

•  Retina inspired algorithm, feasibility of track reconstruction at 40 MHz 
demonstrated (Latency ~1 µs, cost just below 1 MCHF) 

•  Review with internal and external experts to compare full software 
trigger and hardware assisted trigger 

–  M. Elsing, J. Lefrancois, P. Vande Vyvre: 
 

Full software trigger:  
“The reviewers were impressed by the results presented and the spectrum of studies 
shown, including the demonstrated flexibility and robustness of the approach. ” 
 

Hardware assisted (TPU):  
“The cost for the TPU is estimated to be 940 kCHF, which does not provide a 
significant cost benefit with respect to an all software based trigger, even taking the 
uncertainties of the computing technology evolution into account. The reviewers 
therefore support the baseline decision for an all software based trigger as the best 
solution for the LHCb upgrade.” 

Johannes Albrecht 3. June 2014 9/14 



Selections 

•  Up front track reconstruction allows 1-stage trigger selections,  
that are very close to the final analysis selections 

•  The output bandwidth of the trigger is defined in the  
Upgrade Letter of Intend to 2 GB/s (20 kHz) 
–  Limitation of output rate is given by offline computing resources 
–  Show potential gains in physics performance for increased output rates 

(5 GB/s and 10 GB/s as benchmark scenarios) 

•  Several alternatives to reduce the burden to offline computing  
–  streaming of data 
–  Reduced data formats 

     à Commissioned in Run 2, final decision on output rate in 2018 

Johannes Albrecht 3. June 2014 10/14 



Inclusive beauty trigger 

Johannes Albrecht 

Appendix: Topological Performance Plots396
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Figure 3: E�ciency on o✏ine-filtered signal events vs TOPO output rate for b ! s penguin
decays. The red dotted line shows the Run 1 trigger e�ciency, while the dot-dashed green line
shows twice the Run 1 e�ciency for hadronic final states. The vertical dotted lines show the
three output-rate scenarios considered in this study.
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Figure 4: E�ciency on o✏ine-filtered signal events vs TOPO output rate for semi-leptonic decays.
See Fig. 3 for a description of the various lines.
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Figure 3: E�ciency on o✏ine-filtered signal events vs TOPO output rate for b ! s penguin
decays. The red dotted line shows the Run 1 trigger e�ciency, while the dot-dashed green line
shows twice the Run 1 e�ciency for hadronic final states. The vertical dotted lines show the
three output-rate scenarios considered in this study.
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Figure 4: E�ciency on o✏ine-filtered signal events vs TOPO output rate for semi-leptonic decays.
See Fig. 3 for a description of the various lines.
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Figure 3: E�ciency on o✏ine-filtered signal events vs TOPO output rate for b ! s penguin
decays. The red dotted line shows the Run 1 trigger e�ciency, while the dot-dashed green line
shows twice the Run 1 e�ciency for hadronic final states. The vertical dotted lines show the
three output-rate scenarios considered in this study.
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Figure 4: E�ciency on o✏ine-filtered signal events vs TOPO output rate for semi-leptonic decays.
See Fig. 3 for a description of the various lines.

15

TOPO Rate [kHz]
0 20 40 60 80 100

Ef
fic

ie
nc

y

0

0.2

0.4

0.6

0.8

1
+K-K+π → +B

LHCb
Simulation

TOPO Rate [kHz]
0 20 40 60 80 100

Ef
fic

ie
nc

y

0

0.2

0.4

0.6

0.8

1
0π+K- K→ 0

sB

LHCb
Simulation

Figure 5: E�ciency on o✏ine-filtered signal events vs TOPO output rate for charmless decays.
See Fig. 3 for a description of the various lines.
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Figure 6: E�ciency on o✏ine-filtered signal events vs TOPO output rate for charmonium decays.
See Fig. 3 for a description of the various lines.
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Figure 7: E�ciency on o✏ine-filtered signal events vs TOPO output rate for hadronic open-charm
decays. See Fig. 3 for a description of the various lines.
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Figure 7: E�ciency on o✏ine-filtered signal events vs TOPO output rate for hadronic open-charm
decays. See Fig. 3 for a description of the various lines.
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Upgrade Topo
LHCb-PUB-2014-031 in preparation

I Same principle as Run I topo, preselects displaced tracks with sum-pT requirements
I Timing: 0.1 ms per event. At 25-50kHz, large e�ciency gains over Run I:
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•  Newly tuned, BDT based inclusive beauty trigger  
(very similar to main beauty “Topological” trigger in Run 1) 
–  Timing: 0.1 ms per event.  
–  At 25 – 50 kHz large efficiency gains over Run 1 
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Exclusive selections 

•  Efficiency of core beauty channels will be boosted with 
exclusive selections  
–  e.g. Bsàφφ: 95% efficiency relative to offline, <10 Hz rate 

 

•  Full track reconstruction allows “lifetime unbiased” selections  
–  Avoid any cuts that bias lifetime distributions (minimize systematics) 
–  E.g. Bàh+h- or Dàh+h- 

•  timing O(0.1-0.2 ms) 
•  Rate: 100 Hz (BàK+K-) – a few kHz Dàh+h- 

à limited triggers possible for 20 kHz output, full program for increased rate	

 

•  Charm physics, “Problem” are signal rates around 6 MHz 
–  Only few golden exclusive selections possible in 20 kHz 

(much more restricted than in Run 1 or 2) 
–  Increased output rate would allow extensive program 

Johannes Albrecht 3. June 2014 12/14 



Selection summary 

2 GB/s (20 kHz)  5 GB/s (50 kHz)  10 GB/s (100 kHz) 
Exclusive beauty   

 
Inclusive beauty  

 
Inclusive di-muon  

 
Lifetime unbiased  

 
Charm: exclusive  

 
Charm: inclusive  

 
Exotics  

 

3. June 2014 13/14 Johannes Albrecht 

•  Approximate equal rate allocated for beauty and charm 
•  Large gains possible when output rate increased above 2GB/s 



Summary 

Johannes Albrecht 

•  Full software HLT: offline-like track reconstruction at 30 MHz 
–  98.7% of all offline tracks (PT>500 MeV) for 40% of the CPU budget  

•  Allows trigger selection (almost) identical to offline 
–  High signal efficiencies and low biases on observables  
–  Output bandwidth: shown to fit in 2 GB/s (20 kHz)  

à large gains in physics possible if we can increase the bandwidth 

LHCb Run 1 LHCb Run 2 LHCb Run 3 

Energy / Luminosity 7-8 TeV / 2-4 * 1032 13 TeV / 4 * 1032 14TeV / 2 * 1033 

Visible IA rate 13 MHz 13 MHz 30 MHz 

Input rate HLT 1 MHz 1 MHz 30 MHz 

Full track 
reconstruction rate 

80 kHz 1 MHz 30 MHz 

RICH PID rate O(100 Hz) 150 kHz 1 MHz 

Rate to storage 2 - 5 kHz 12.5 kHz 20 kHz 

3. June 2014 14/14 



Backup 

Johannes Albrecht 3. June 2014 15/14 



Selection overview 

•  For the TDR: define 3 bandwidth scenarios 
–  2GB/s (20kHz) 

•  Rather efficient Topo (10kHz),  
~Run 1 performance 

•  Tight beauty exclusives 
•  Only few exclusive golden charm selections 

–  5GB/s (50kHz) 
•  Much improved Topo (20kHz), efficiency: *1.5 SL, *2-4 had 
•  Enough room for exclusives, LT unbiased 
•  Charm: exclusives & tight inclusives (remember: 6MHz of charm) 

–  10GB/s (100kHz) 
•  Comfortable Topo (50kHz), hadronic efficiency improved 
•  Charm: exclusives & inclusives, also LT unbiased (better than 2012) 
•  Room for “exotics” like strange or tau- physics 

Johannes Albrecht 

Table 4.8: Possible output-bandwidth scenarios for the upgrade trigger, along with plausible
bandwidth divisions for each (✏ denotes small).

Selection Output Rate (kHz)
Topological 10 20 50

Lifetime unbiased 1 4 5
Exclusive beauty ✏ 1 3
Inclusive di-muon � � 2

Charm 9 20 40
Total 20 50 100

Bandwidth [GBs�1] 2 5 10

contain multiple muons, about 50% larger for semileptonic decays, and 2–4 times larger for1361

fully hadronic decay modes. Even larger gains are obtained for hadronic decay modes by1362

going to an upgrade topological output rate of 50 kHz. Of the core physics goals, making1363

a precise measurement of the CKM angle6 � gains the most by increasing the output rate1364

of the topological trigger.1365

For lifetime-unbiased selections, at a total output rate of 20 kHz there is only room for1366

a few tight b-hadron selections. At 50 kHz total output rate there is su�cient bandwidth1367

available to run e�cient lifetime-unbiased b-hadron selections and a few tight lifetime-1368

unbiased charm selections. At 100 kHz, many more charm selections could be added to1369

the lifetime-unbiased list.1370

Exclusive-beauty selections can be summarized as follows: (20 kHz) only very low-rate1371

lines like B0

s ! �� and lines for golden modes like B0

s ! µ+µ� may be run; (50 kHz) a1372

handful of important exclusives may be added; and (100 kHz) about 10–20 more exclusives1373

can be added. There is only su�cent bandwidth to run inclusive-di-muon selections in the1374

highest output-rate scenario considered here.1375

In the lowest output-rate scenario considered, there is only room for a few golden1376

charm modes to be selected exclusively. At a total output rate of 50 kHz, some tight1377

inclusive-charm selections can be added. At the highest output rate considered here,1378

there is su�cient bandwidth for the following: e�cient exclusive-charm selections; e�cient1379

inclusive-charm selections; and several lifetime-unbiased-charm selections as well. The1380

charm production rates are large enough that it simply is not possible to e�ciently select1381

charm decays and write out at a low rate.1382

In summary, at a total output rate of 20 kHz the physics program at LHCb will need1383

to be restricted. At 50 kHz a diverse beauty program will be possible, while a charm1384

program of similar scope to that of Run 1 can be carried out. At 100 kHz the beauty1385

program reaches its full potential, while the charm program records the legacy dataset of1386

6This is the CP -violating phase in the SM. It is measured at tree level using hadronic open charm
decays of the form B ! DX.
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Global Event Cuts 

Johannes Albrecht 

The organization of the sequence between the two farms depends upon the running876

conditions and the available CPU power. In the early stage of the Run 3 data, when the877

luminosity is low and the full EFF is not yet available, we can run the LLT algorithms878

and partial reconstruction in the event-builder farm. As CPU power becomes available we879

can then move to full tracking in the EFF.880

4.3 Global event cuts881

All trigger systems are designed to maximally exploit the available computing resources.882

Whenever spare computing power is available, it is used to bring the event reconstruction883

and selection closer to what would be done in the ideal o✏ine case. Since more complex884

events take longer to process, it is necessary to ask whether the physics content of the885

most complicated and expensive events is commensurate with the physics interest. In886

the case of LHCb, events with the largest multiplicities typically have the worst signal887

purities. Removing the most complicated events using Global Event Cuts (GECs) provides888

an overall increase in performance by allowing reconstruction criteria to be brought closer889

to that of the o✏ine algorithms for the simpler events which remain.890

There are di↵erent ways to measure the event multiplicity: one can count the number891

of PVs, the number of tracks reconstructed, or simply the hit multiplicity of a subdetector.892

All these measures are well correlated. The final choice will depend on the performance893

of the relevant subdetector as installed in 2018. For the studies presented here, the894

selection is made based on the sum of the multiplicities of the ECAL and HCAL, GEC =895

NECAL +NHCAL. This variable is well correlated with the other possible measures of the896

event multiplicity, as shown in Fig. 4.3.897

Figure 4.3: Correlation of the sum of the calorimeter multiplicities (GEC) with other global
event variables: (left) Number of Velo tracks; (middle) number of FT hits and (right) number of
reconstructed primary vertices.

The e�ciencies of these GECs need to be evaluated on a signal sample. We use898

B0
s ! �� events simulated with nominal upgrade conditions. The distribution of the899

calorimeter multiplicity is shown in Fig. 4.4a, where the tail of events towards higher900

multiplicities can be seen. The integrated ine�ciency for a number of GEC requirements901

41
(a) Event distribution for B0

s ! ��. (b) GEC ine�ciency on B0
s ! ��.

Figure 4.4: Nominal upgrade conditions: (a) Distribution of calorimeter multiplicities in signal
events. (b) The ine�ciency introduced by GECs. The red vertical lines represent the nominal
GEC of 1200.

are presented in Fig. 4.4b. While a thorough optimisation of the GEC will be performed902

prior to data taking, for now we choose a GEC of 1200 which removes the tail of events903

with highest multiplicities while maintaining a 90% signal e�ciency as shown in Fig. 4.4a904

and Fig. 4.4b.905

The choice of GEC applied in these studies can be compared with the optimal working906

point in Run 1 in which the hadronic triggers selected only events with SPD multiplicities907

below 600, which translates into an ine�ciency of approximately 15% at a luminosity908

of 4 ⇥ 1032 cm�2 s�1. In the remainder of the document the algorithm timing for both909

reconstruction and selection algorithms will be measured as a function of applied GECs.910

4.4 Low Level Trigger algorithms911

The goals of the algorithms implementing the selection for the LLT are to identify electron,912

hadron and muon candidates in the electromagnetic (ECAL) and hadronic (HCAL)913

calorimeters and in the muon detector. The algorithms selects the candidates of each type914

which have the highest transverse energy (ET, for the electron and hadron candidates)915

and the highest transverse momentum (pT, for the muon candidates). The ET or pT of916

these candidates are compared to thresholds to decide if the event is transferred to the917

next level of the trigger sequence. These algorithms are executed in the event building918

farm, as explained in Sec. 3.5.3.919
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(a) Trigger time versus GEC (b) Forward tracking time versus pT

Figure 4.9: (a) Total time spent in trigger reconstruction as a function of GEC cut applied. (b)
Forward tracking CPU time as a function of the internal pT requirement.

Table 4.5: Timing measurements on minimum bias events produced under nominal upgrade
conditions. The total is the sum of the preceding rows. For the GEC=1200 timing, the output
rate is scaled from 29 MHz to 30 MHz in the last row to provide a direct comparison.

CPU time[ms]
Tracking Algorithm No GEC GEC = 1200

VELO tracking 2.3 2.0
VELO-UT tracking 1.4 1.3
Forward tracking 2.5 1.9
PV finding 0.40 0.38

Total @29MHz 5.6
Total 6.6 5.4

5.4ms with or 6.6ms without the use of GECs. Compared to the total timing budget1104

for the upgrade farm, which is estimated to be 13ms (see Sect. 3.6). Both cases fit1105

comfortably within the budget. The default scenario, running the full software trigger with1106

a GEC requirement of 1200, consumes less than 40% of the available CPU resources and1107

still provides almost all tracks with pT > 500MeV/c without any intermediate selection1108

requirements. It has to be underlined again that the absolute reconstruction timing1109

numbers, measured on the same CPUs, are around a factor three faster than for the1110

current LHCb detector even though the instantaneous luminosity is a factor five higher.1111

50

CPU time tunable: PT and GEC 

Johannes Albrecht 

Forward track reconstruction 
time, GEC1200 

Full trigger time, 
forward PT 500 

•  Efficient knobs to tune the CPU time are available 
–  Pt cut above 500 costs little in hadronic B (or Bs2mm), but hurts charm  
–  GEC removes most busy events  

   

•  Behaviour vs Luminosity / multiplicity under control 

(a) Trigger time versus GEC (b) Forward tracking time versus pT

Figure 4.9: (a) Total time spent in trigger reconstruction as a function of GEC cut applied. (b)
Forward tracking CPU time as a function of the internal pT requirement.

Table 4.5: Timing measurements on minimum bias events produced under nominal upgrade
conditions. The total is the sum of the preceding rows. For the GEC=1200 timing, the output
rate is scaled from 29 MHz to 30 MHz in the last row to provide a direct comparison.

CPU time[ms]
Tracking Algorithm No GEC GEC = 1200

VELO tracking 2.3 2.0
VELO-UT tracking 1.4 1.3
Forward tracking 2.5 1.9
PV finding 0.40 0.38

Total @29MHz 5.6
Total 6.6 5.4

5.4ms with or 6.6ms without the use of GECs. Compared to the total timing budget1104

for the upgrade farm, which is estimated to be 13ms (see Sect. 3.6). Both cases fit1105

comfortably within the budget. The default scenario, running the full software trigger with1106

a GEC requirement of 1200, consumes less than 40% of the available CPU resources and1107

still provides almost all tracks with pT > 500MeV/c without any intermediate selection1108

requirements. It has to be underlined again that the absolute reconstruction timing1109

numbers, measured on the same CPUs, are around a factor three faster than for the1110

current LHCb detector even though the instantaneous luminosity is a factor five higher.1111

50

Trigger time vs Luminosity  

Performance at 3⇥ 1033 cm�2 s�1

1470

The performance of the trigger reconstruction sequence at a the increased luminosity1471

working point is given in Table 4.9. At this luminosity a GEC requirement of 12001472

introduces a large ine�ciency, measured of about 30% on b-signal.1473

It takes 7.2ms instead of 5.4ms when the GEC is equal to 1200. However, for more1474

e�cient running, the initial farm will not be su�cient since the current implementation of1475

the algorithms would need about the whole budget without GECs.1476

In that exercice, neither the tracking algorithms nor the trigger sequence were tuned1477

for increased luminosity. During the preparation of this document both the execution time1478

and e�ciency of all tracking algorithms were improved dramatically. It is plausible that1479

such improvements will continue over the next decade.1480

(a) Total timing (b) Individual, no GEC (c) Individual, GEC

Figure 4.11: The time cost of the total track reconstruction sequence as a function of ⌫ (left),
and the individual timings of all tracking algorithms with respect to ⌫ without (middle) and
with (right) a GEC requirement of 1200.

Performance of individual tracking algorithms as a function of luminosity1481

The CPU time required by the individual tracking algorithms is shown in Fig. 4.11b and1482

4.11c as a function of the GEC requirement. The VELO, VELO-UT and PV finding1483

algorithms scale linearly with ⌫. The Forward tracking algorithm scales linearly with1484

luminosity when GEC selection criteria are applied. Without a GEC requirement it scales1485

faster than linearly. This behaviour of the Forward tracking algorithm is well known [43]1486

and possible improvements of it are currently under study.1487

4.7.4 Performance with degraded single hit resolution1488

The simulation of the SciFi tracker assumes that the single hit resolution is 42µm.1489

Corresponding to test measurements of short fibre tracker modules in a cosmic ray1490
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