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CGe Work Plan

Enabling Grids for E-sciencE

» Cluster Management 3PM M1-24

«  Management of VOs supporting CC. users 4PM M1-24
+ Extension of Charon GUI 5PM M1-12

* Extension of Wien2K workflow 5PM M1-12

» Development of ECCE port on gLite 5PM M1-12

« Development of grid license models 6PM M1-12

« Development web portal for chemists 30PM M1-24

« Development of grid port of parallel version of chemical software
packages 8PM M1-24

« Expansion of the segment of EGEE Grid available for users from
chemistry domain 4PM M13-24

« Execution efficiency testing 6PM M13-24
 First line support for users, training and dissemination 2PM M1-24




Cy Elevator pitch

Enabling Grids for E-sciencE

FOR researcher from computational chemistry domain,
WHO want to use grid without changing their way of
thinking and being distracted by technology. THIS
computational environment IS a web portal with
integrated tools, WHICH enable convenient and natural
management of both computational process and
experiment data on grid. COMPARING TO any other
grid portal OUR PRODUCT is experiment-centric not
grid-centric.

Goals:

Provide convenient user-data-centric environment for chemical
computation using Grids

Build portal-like framework for quick application adaptation on
gridsthat results with application- and data- oriented 'extensions
for specific application
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CHEE API details

Enabling Grids for E-sciencE

[ Portal ]

Visual web widgets

1 .

Web Application Server Portal

LFCAPI] [GSEngine] [Repus.ituryJ
Client

Client Client




Cy API details cont.

Enabling Grids for E-sciencE

The GUI layer will be implemented as a web application
with the support of GWT (Google Web Toolkit) library.
In order for the application to provide users with
desired features the components underlying the web
server (as depicted in the picture showed previously)
need to deliver certain functionality described in the
following list:

The LFC API Cient is used to manage the user data

GSEngine Client for application execution

Repository Client for application scripts storage
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Enabling Grids for E-sciencE

Quantum dynamics engines of COMPCHEM
for grid enabled molecular simulators

PARIS 9-10 — NA4 all hands meeting

Antonio Lagana

Department of Chemistry, University of Perugia, |
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Enabling Grids for E-sciencE U N I P G MAI N TAS KS

SCIENCE: DEVELOP GRID EMPOWERED QUANTUM
APPROACHES TO DESCRIBE THE DYNAMICS OF
MOLECULAR SYSTEMS

COLLABORATION: CREATE A VIRTUAL
COMMUNITY IN MOLECULAR AND MATERIAL

SCIENCES
nDﬁ A l\ll'7 A "I"lnl\l' IMP

1&xf 1 INV1 Y 11V1

VIRTUAL COMMUNITY



e enaingarss ersoenkd) YN SCIENCE SUBTASKS

CONSOLIDATE THE ATOM DIATOM TRAJECTORY GRID
ENABLED MOLECULAR SIMULATOR GEMS

EXTEND TO 3D QUANTUM CALCULATIONS
CARRY OUT MASSIVE COMPUTATIONAL CAMPAIGNS

EXTEND THE TRAJECTORY SIMULATOR TO LARGE
SISTEMS

INTRODUCE SEMICLASSICAL CORRECTIONS
IMPLEMENT QUANTUM METHODS (TD,TI, MC,PROP)

ASSEMBLE APPROPRIATE WORKFLOWS



e BY SIDE INTERESTS

* STRUCTURE PROGRAMS AS COMMUNITY SERVICES
* DEVELOP A CREDIT POLICY
* PUSH UP USER LEVELS TO THE NEXT LAYER



THE COMPCHEM APPROACH

Enabling Grids for E-sciencE

1. USER
PASSIVE : Runs other’s programs
ACTIVE: Implements at least one program for personal usage
2. SW PROVIDER (from this level one can earn credits)
PASSIVE : Implements at least one program for other’s usage
ACTIVE: Management at least one implemented program for
cooperative usage
3. GRID DEPLOYER
PASSIVE : Confers to the infrastructure at least a small cluster
of processors
ACTIVE: Contributes to deploy and manage the structure
4. STAKEHOLDER: Takes part to the dev ment and
virtual organization
*  Further information at http://compchem.unipg.it



Sl NEXT ACTIVITIES

Enabling Grids for E-sciencE

 Workshop at the International Conference on
computational science and its applications to be held
in Perugia (June 30 — July 3)

* Presentation of EGEE activities at the EUCO CC7
conference in Venice (Sept 12-15)

« Training School (Trieste Sept 15-18)
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Enabling Grids for E-sciencE

Wien2k on glLite
Status report EGEE Il

Max Berger

Distributed and Parallel Systems Group (DPS)
University of Innsbruck

NA4 All Hands meeting, Orsay, Jun. 2008




Current Status

Enabling Grids for E-sciencE

Transition EGEE Il — |l
Reduced effort in EGEE Il

Work in progress

Further optimization
Worker model proved sucessful
Measured specific overheads

Auto-deployment was a large factor, could be reduced
Data Transfer is still a large factor, models are being explored

EGEE-II INFSO-RI-031688



EGEE Illl Milestones

Enabling Grids for E-sciencE

Future plans for EGEE III:
- 05/08 MO

— Project start

- 10/08 M1
— End of optimizations.

- 04/09, M2
— Clean up code,
— Resolve distribution issues (e.g. licensing)
— Provide end-user friendly package
— End of our involvement in NA4
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NA4 CESNET Activity

Computational Chemistry Plans

Jan Kmunicek

CESNET EGEE effort
NA4 EGEE activity
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Cy NA4 activity

Enabling Grids for E-sciencE

CESNET involvement in NA4 (EGEE IIl)

total CESNET effort for whole project duration 17 PMs

6 PMs clusters Computational Chemistry Cluster
(with UIBK and CYFRONET)

personnel

Jan Kmunicek 6 PM (0.25 FTE)

new hired persons
according to end users requirements and needs

EGEE-II INFSO-RI-031688 Mariusz Sterzel NA4 All Hands meeting
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Cy NA4 activity

Enabling Grids for E-sciencE

CESNET involvement in NA4 (EGEE IIl)

Computational Chemistry cluster tasks

participation on development of reliable licensing model
for utilization of commercial software packages

integration of computational chemistry software with (web) portals
and/or provision of high level application dashboards (as Charon
Extension Layer, CharonGUI, customized solutions ...)

extension of available application portfolio (through packages
currently being tested within Czech national grid environment/initiative)
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NA4 activity

Enabling Grids for E-sciencE

| . Charon GUI i [

Projects Jobs Settings

lobs | Projects | Modules

i) Project Froject details
L computational job |
EL:] Froject Ethernity Do e
I—iJ Ethernity solution Description |In computing a job (or processy is a term used to refer 1o a single instance of a gr
ogram. The term is masthy used an multitasking swstems. These are operating syws
tems that are able to process many tasks 'concurrenthy?; howewer, this is normally
. achiowod thronohbh tho ilbhicion of doino o Iirr|E t”t Df an A thEn a bn Uf _IDtl B_. then
|_.;'-: Add project S — == B LIser sees them as happening at the sa
S the amount of time that a jokb gets run
Marme Project Ethernity | e johs, running each af them for a time
ob A might get a timeslice of s0 many m
Description  |Project will sokve the walds mast paid puzzle.. | or not, It will be Job B's turn, and the co
| the other jobs hawe had their turn, and
software responsible for managing this i
- oucteme tend to hawe mans inhs actis
|4 Add job ..|u;uu=uELs ﬁ ]
1
Froject |F‘rnjeu:t Ethernity |EH
e Marne |Ethernitv solution |

Description |jakb will try to solve Eternity puzzle.

Directory |,fhnme,fwin5ik,fulnh33 | Browse

| cancel || addjob |

Add job H Edlit Project H Femowve project ]

EGEE-II INFSO-RI-031688 Mariusz Sterzel NA4 All Hands meeting 20



NA4 activity

Enabling Grids for E-sciencE

r

.
. Charon GUI =5

Projects Johs Settings

lokis | Projects Maocules
ZELJ Project Job details

2 computational jok : :
{:I Project Ethemnity Mame Ethernity solution

[ [Ethernity solution Description ok will try to solve Eternity puzzle.

I id 407917 skirit-f.ics.muni.cz
Status finished

! Status details
Submited 2008-01-3023:31:13

Started 2008-01-20 232:31:40
E Finsihed 2Z008-01-20232:321:50

JShome fwinsik /uloha3 Kierm

File Mame Size | Last Maodified
plzek S0|jan 20, 2008
plsek.ces IBEE Jan 20, 2008
plsek. cesout 4015 Jan 20, 2008
plsek.info 22132 Jan 20, 2008
plsek. stdout ZE9 Jan 20, 2008
pokus. chk 2477504 Jan 20, 2008
pokus. Com 98 |lan 20, 2008
pokus.log 19221|Jan 20, 2008
Mewy file ] I Copey files ] l Clean Charon files ] { Edit job l { Femowve job ]
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NA4 activity

Enabling Grids for E-sciencE

X CharonGUI - — =] B [
-

Projects Jobs Settings

Jobs | Projects | Modules |

Froject |,&JI arojects |Z]| Timing |a|| |E]| I Apply filter ] I Fefresh jobs - 8

Projekt | ok | Icd | Status | Age

Project Computational job 456069 skirit-f.ics.m... submitted Mar 27, 2008

Project Anather joh 456070 skirit-fics. m... |submitted Aar 16, 2005

Project Ethernity Ethernity solution 407517 skirit-f.ics.m... finished Anr 13, 2008

Praoject |l projects ||E| Timing  |all ||Z] Apply filter

All projects all

Project toclay

Project Ethernity weelk ago
rmaonth ago

three months ago
si% months ago
WEar ago
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Enabling Grids for E-sciencE

NA4 activity

| £ Charon GUI

Projects Jobs Settings

Joks | Projects | Modules |

Molecular Mechanics and Dynamics

addles arrber
amber-rexp aphs
decormposs delphi
dyrutil Erormacs
myrrnpbsa ramd

| solwate

Ouantum Mechanics and Dynamics

abinit abinit-mp
cprnd daltorn
2aussian link40Zz
Nopac PCEAITesS
turbornole uspp
Conversion and Analysis

babel cats
COTIVErSion cprnd2oube
hull octave
pdbzZpgr ghull
wllaITl

Vizualization

gnuplot Zrace
molden TolsCript
rasterzd tetex

arrber-ramd
autodock
dacle
yIuTghsa
q

aces?
driver
HAg
qrimatil

clurno
hbplus
opernbalel
retinal

ligplot
povray

[ »
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Mariusz Sterzel

NA4 All Hands meeting
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Sl Ecce building blocks

Enabling Grids for E-sciencE

« GUI for building molecule, defining job type, choosing
target cluster

« Compute server, local machine or computational
clusters

- Data server, database storing computational results for
all users



Enabling Grids for E-sciencE

Main panel

—_ — halp :
= Ar iy o R I
; " # support
B T
EI ..J‘ L preferen::es
N e . ) machine periodic -
exit organizer ildar WiBWET browser table W
2 "ECCEJobaunchers == )
File Edit Options Render Build Modz Measure Tools Help Job  Help
Iachine: spunk - | spunk

Eﬂ-ﬂil ﬂﬂg&j”ﬁ Processors: |1 ERR)! Prioity:  Normal =

Coordinate Operations Remote Machine Access

Ceuter | Translate | Lattice | Rotate ‘ Align ‘ Usemame: * I'.I'ah‘tras Password: 3 Ixxxxsm:cx

(= Origin " X Axis
O ¥ xis Remote Shell: 33h = | Open...
) Z Axis

i . +
2 —— . conter Run Directory: Ia'humex".rahiras.-’mn.-’

g Scratch Directorny: Ia‘tmp
e Reguired value Launch
‘ {HOME)Arans Lynch/G20/ABC-1

Rotation:X[0 [ w[o  [zfo  [] Qo
A HOMBAransAynch/G20/ABC-1

Builder Launcher
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Sl Milestones

Enabling Grids for E-sciencE

« @Grid interface: setup glite/ARC interfaces for job
submission to CE:s

+ glite/ARC modules for monitoring status or running
jobs
* Ecce database on SE:s



CC

THANK YOU!
Questions?



