
Precision Jet Measurements at HERA

HERA-2 jet measurements

H1

High statistics

Excellent control over systematic uncertainties

electron measurement:  0.5 – 1% scale uncertainty

jet energy scale: 1% uncertainty!
effect on jet cross sections: 3 – 10%

trigger: 1 – 2% normalisation uncertainty

acceptance correction: 
4 – 5% uncertainty

luminosity: 2 – 2.5% normalisation uncertainty
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Multijet production in ep NC DIS
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Jet Production in DIS

Direct sensitivity to αs  and gluon PDF 

Boost to Breit frame, 2xP + q = 0

Momentum fraction of struck parton (in LO): ξ = x
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1 Introduction110

Jet production in neutral current (NC) deep-inelastic ep scattering (DIS) at HERA is an impor-111

tant process to study the strong interaction and its theoretical description by Quantum Chro-112

modynamics (QCD) [1, 2, 3, 4]. Due to the asymptotic freedom of QCD, quarks and gluons113

participate as quasi-free particles in short distance interactions. At larger distances they hadro-114

nise into collimated jets of hadrons, which provide momentum information of the underlying115

partons. Thus, the jets can be measured and compared to perturbative QCD (pQCD) predic-116

tions, corrected for hadronisation effects. This way the theory can be tested, and the value of117

the strong coupling, αs(MZ), as well as its running can be measured with high precision.118

In contrast to inclusive DIS, where the dominant effects of the strong interactions are the scaling119

violations of the proton structure functions, the production of jets allows for a direct measure-120

ment of the strong coupling αs. If the measurement is performed in the Breit frame of refer-121

ence [5, 6], where the virtual boson collides head on with a parton from the proton, the Born122

level contribution to DIS (figure 1a) generates no transverse momentum. Significant transverse123

momentum PT in the Breit frame is produced at leading order (LO) in the strong coupling αs124

by boson-gluon fusion (figure 1b) and the QCD Compton (figure 1c) processes. In LO the125

proton’s longitudinal momentum fraction carried by the parton participating in the hard inter-126

action is given by ξ = x(1 + M2
12/Q

2). The variables x, M12 and Q2 denote the Bjorken scaling127

variable, the invariant mass of the two jets and the negative four-momentum transfer squared,128

respectively. In the kinematic regions of low Q2, low PT and low ξ, boson-gluon fusion dom-129

inates jet production and provides direct sensitivity to terms proportional to the product of αs130

and the gluon component of the proton structure. At high Q2 and high PT the QCD Compton131

processes are dominant, which are sensitive to the valence quark densities and αs. Calculations132

in pQCD in LO for inclusive jet and dijet production in the Breit frame are of O(αs) and for133

trijet production (figure 1d) of O(α2
s).134
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Figure 1: Deep-inelastic ep scattering at different orders in αs: (a) Born contributionO(α2
em), (b)

example of boson-gluon fusion O(α2
emαs), (c) example of QCD Compton scattering O(α2

emαs)
and (d) example of a trijet process O(α2

emα
2
s).

Recent publications by the ZEUS collaboration concerning jet production in DIS dealt with135

cross sections of dijet [7] and inclusive jet production [8], whereas recent H1 publications dealt136

with multijet production and the determination of the strong coupling constant αs(MZ) at low137

Q2 [9] and at high Q2 [10].138

In this paper double-differential measurements are presented of absolute and normalised inclu-139

sive jet, dijet and trijet cross sections in the Breit frame. Two different jet algorithms, kT [11]140

3

∝ αS ∝ α2
S

∝ αSelweak coupling

boost events into Breit frame: 2xP + q = 0

in LO NC DIS depends on q 
and qbar densities and only 

in NLO on alphas (=> 
scaling violations)

jets depend already in LO 
on αS ⊗ g (  or  ) in IS 

and αS in FS

q q̄



                                                                                                                                                                              

NC DIS measurement
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Q2 = −(k− k�)2virtuality:
inelasticity:

Bjorken x:

y = (P · q)/(P · k)

Q2 = xys s = (k+P)2

x = Q2/(2P · q)

p

k k’

q

x
P

H

e
e’

γ,Z

H

e p

e’

NC measurement ⇒ normalized jet cross sections ∝ 

Njet(PTjet) / NNC in a given Q2 bin

σjet/σNC benefits from partial cancellation of exp. uncertainties

NC DIS event selection:
• trigger and selection is based on the scattered electron in the LAr cal.
• 150 < Q2 < 15000 GeV2

• 0.2 < y < 0.7



                                                                                                                                                                              

Multijet Measurement in DIS

H1e’
jet

jet

jet

Physical correlations 
individual jet measurements are correlated: correlations between 
individual jets in the inclusive jet sample, dijet events are a subsample 
of inclusive jets, trijet and dijet events...

Experimental effects
correlations may change due to the detector resolution: introduces 
migrations between different jet samples

6Roman Kogler Jet Production in DIS and !s

Multijet measurements
·Inclusive jets: every jet in an event,

exceeding a minimum PT contributes
to σjet.

·Dijets: events with at least 2 jets 
above a given PT contribute to σdijet.

·Trijets: events with at least 3 jets 
above a given PT contribute to σtrijet;

significantly smaller statistics, but high sensitivity to αS (O(αS2) in LO).

4

๏ Kinematic correlations: are taken into account between the inclusive
   jets in the inclusive jet sample, between that sample and the dijet and the
   trijet sample. The trijet events are a subsample of the dijet events.  

๏ Correlations & detector effects: may lead to migrations between jet samples
   and in & out of the measurement phase space. 



                                                                                                                                                                              

Observables/Measurements

·Inclusive jet: 

·Dijet:

·Trijet:

5

Q2, P jet
T

Q2, �PT�2 = 1
2
(P jet1

T + P jet2
T )

Q2, ξ2 = x(1 + M2
12/Q

2)

Q2, �PT�3 = 1
3
(P jet1

T + P jet2
T + P jet2

T )

Q2, ξ3 = x(1 + M2
123/Q

2)

Reconstruction of jets
•energy flow algorithm:
•tracks and calorimetric clusters avoiding double counting of energies
•neural networks to get probability for a cluster to be of em. or had. origin
•calibration of clusters in jets and outside of jets

•kT and anti-kT algorithm in the Breit frame hadronic energy 
scale uncertainty 

1%



                                                                                                                                                                              

Extended vs. measurement p.s.

6

Extended analysis phase space Measurement phase space
for jet cross sections

NC DIS phase space 100 < Q2 < 40 000 GeV2 150 < Q2 < 15 000 GeV2

0.08 < y < 0.7 0.2 < y < 0.7

Jet polar angular range −1.5 < ηjet
lab < 2.75 −1.0 < ηjet

lab < 2.5

Inclusive jets Pjet
T > 3 GeV 7 < Pjet

T < 50 GeV

Dijets and trijets 3 < Pjet
T < 50 GeV 5 < Pjet

T < 50 GeV
M12 > 16 GeV

Table 1: Summary of the extended analysis phase space and the measurement phase space of
the jet cross sections.

selection to a larger phase space helps to quantify migrations at the phase space boundaries,329

thereby improving the precision of the measurement. The actual measurement is performed330

in the NC DIS phase space given by 150 < Q2 < 15 000 GeV2 and 0.2 < y < 0.7. Jets are331

required to have −1.0 < ηjet
lab < 2.5, which ensures that they are well contained within the332

acceptance of the LAr calorimeter and well calibrated. For the inclusive jet measurement, each333

jet has to fulfil the requirement 7 < Pjet
T < 50 GeV. For the dijet and trijet measurements334

jets are considered with 5 < Pjet
T < 50 GeV, and, in order to avoid regions of phase space where335

calculations in fixed order perturbation theory are not reliable [36,37], an additional requirement336

on the invariant mass of M12 > 16 GeV is imposed. This ensures a better convergence of the337

perturbative series at NLO , which is essential for the comparison of the NLO calculation with338

data and the extraction of αs. The extended analysis and the measurement phase space are339

summarised in table 1.340

2.6 Monte Carlo simulations341

The migration matrices needed for the unfolding procedure (see section 3) are determined using342

simulated NC DIS events. The generated events are passed through a detailed GEANT3 [38]343

based simulation of the H1 detector and subjected to the same reconstruction and analysis chains344

as are used for the data. The following two Monte Carlo (MC) event generators are used for this345

purpose, both implementing LO matrix elements for NC DIS, boson-gluon fusion and QCD346

Compton events. The CTEQ6L(LO) [39] parton density functions (PDF) are used. Higher347

order parton emissions are simulated in DJANGO [40] according to the colour dipole model, as348

implemented in Ariadne [41, 42], and in RAPGAP [43, 44] with parton showers in the leading-349

logarithmic approximation. In both MC programs hadronisation is modelled with the Lund350

string fragmentation [45, 46] using the Aleph tune [47]. The effects of QED radiation and351

electroweak effects are simulated using the HERACLES [48] program, which is interfaced to352

the RAPGAP, DJANGO and LEPTO [49] event generators. The latter one is used to correct the353

e+p and e−p data for their different electroweak effects (see section 5.3).354

9

 The extended phase space helps to describe the 
migrations at the boundaries of the measurement p.s.

This improves the precision of the jet measurement



                                                                                                                                                                              

Regularized unfolding
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χ2 = (�m − A�x)TV −1
m (�m − A�x) + τ2(�x − �x0)T(LTL)(�x − �x0)

• m ... measured detector level distribution
• A ... detector response matrix
• x ... “true”, i.e. hadron (particle) level distribution

�m = A�x

Obtain x by analytical minimization of TUnfold (S.Schmitt), JINST 7 (2012) T10003,
 arXiv:1205.6201 

Vm is the covariance matrix, the τ2 term damps fluctuations

All 4 measurements, NC, incl. jets, dijets and trijets 
are unfolded simultaneously, yielding most stable results.

Correlations of the data sets are contained in Vm.

http://arXiv.org/abs/arXiv:1205.6201
http://arXiv.org/abs/arXiv:1205.6201


                                                                                                                                                                              

Hadron level

J2
Dijet

Q2, <pT>2, y,
Dijet-cutsJ2
Dijet

Q2, <pT>2, y,
Dijet-cuts

J3
Trijet

Q2, <pT>3, y,
Trijet-cutsJ3
Trijet

Q2, <pT>3, y,
Trijet-cuts

ENC DIS
Q2, yENC DIS
Q2, y

D
et

ec
to
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ev

el

B1
Reconstructed 

jets without match 
to generator levelB1

Reconstructed 
jets without match 
to generator level

B2
Reconstructed 

Dijet events which 
are not generated 

as Dijet eventB2
Reconstructed 

Dijet events which 
are not generated 

as Dijet event

B3
Reconstructed 

Trijet events which 
are not generated

as Trijet eventB3
Reconstructed 

Trijet events which 
are not generated

as Trijet event

Migration Matrix

J1
Incl. Jet
pT  , Q2, y, ηjet

ε3ε1 ε2εE,-β1 ,-β2,-β3ε

Migration matrix 

8

Multidimensional unfolding 
in Q2, y, PT

Migrations taken into 
account

NC DIS events to 
preserve the normalization

Detector response from 
simulations, averaging 2 
different MC models

Overall size 4562x1370 
bins, about 3% non-zero



                                                                                                                                                                              

NLO calculations
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µ2
f = Q2

σhadron
jet = σparton

jet ceweak chad

σhadron
jet /σNC = σparton

jet chad/σNC

chad = σhadron/σparton

ceweak = σγ,Z/σγ

LO contribution is of order O(αS) for inclusive jets & dijet
and of O(αS2) for trijet cross sections

The perturbative coefficients ca,n are known in NLO only

σparton
jet =

�
a,n αn

s (µr,αs(MZ)) ca,n(x, µr, µf) ⊗ fa(x, µf)

µ2
r = 1

2
(Q2 + P 2

T)

The calculations are carried out in the MSbar scheme for 5 active and massless 
flavors using:

  fastNLO framework
  NLOjet++ for the coefficients
  MSTW2008 PDF set 
  as(MZ) = 0.118



                                                                                                                                                                              

Jet cross sections measurements   
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Measurement NC DIS phase space Phase space for jet cross sections

σjet(Q2, Pjet

T
)

150<Q2 < 15 000 GeV
2

0.2< y < 0.7

7< Pjet

T
< 50 GeV

−1.0< ηjet

lab
< 2.5

Njet ≥ 1

σdijet(Q2, �PT�2)

5< Pjet

T
< 50 GeV

−1.0< ηjet

lab
< 2.5

M12 > 16 GeV

Njet ≥ 2

7 < �PT�2 < 50 GeV

σtrijet(Q2, �PT�3)
Njet ≥ 3

7 < �PT�3 < 30 GeV

σdijet(Q2, ξ2)
Njet ≥ 2

0.006 < ξ2 < 0.316

σtrijet(Q2, ξ3)
Njet ≥ 3

0.01 < ξ3 < 0.50

Table 2: Summary of the phase space boundaries of the measurements.

space for the normalised inclusive jet σjet/σNC, normalised dijet σdijet/σNC and normalised trijet506

σdijet/σNC cross sections is identical to the one of the corresponding absolute jet cross sections.507

The covariance matrix of the statistical uncertainties is determined taking the statistical correla-508

tions between the NC DIS and the jet measurements into account. The systematic experimental509

uncertainties are correlated between the NC DIS and the jet measurements. Consequently, all510

normalisation uncertainties cancel, and many other systematic uncertainties are reduced signfi-511

cantly.512

4.2 Experimental uncertainties513

Statistical and other experimental uncertainties are propagated by analytical linear error propa-514

gation through the unfolding process [50].515

Systematic uncertainties are estimated by varying the measurement of a given quantity within516

the experimental uncertainties in simulated events. For each ‘up’ and ‘down’ variation, for each517

source of uncertainty, a new migration matrix is obtained. The difference of these matrices with518

respect to the nominal unfolding matrix is propagated through the unfolding process [50] to519

obtain the size of the uncertainty on the cross sections. To avoid fluctuations of the systematic520

uncertainties caused by limited number of data events, in most cases these uncertainties are521

obtained by unfolding simulated data.522

The following sources of systematic uncertainties are taken into account.523

• The uncertainty of the energy scale of the HFS is subdivided into two components related524

to the two-stage calibration procedure described in section 2.2.525

The uncertainties on the cross sections due to the jet energy scale, δJES

σ , are determined526

by varying the energy of all HFS objects clustered into jets with Pjet

T,lab
> 7 GeV by ±1 %.527

This results in δJES

σ ranging from 2 to 6 %, with the larger values for high values of Pjet

T
.528

The energy of HFS objects which are not part of a jet in the laboratory system with529

Pjet

T,lab
> 7 GeV is varied separately by ±1 %. This uncertainty is determined using a dijet530

calibration sample, requiring jets with Pjet

T,lab
> 3 GeV. The resulting uncertainty on the jet531

14

The paper is at arXiv:1406.4709 since yesterday. 
Further details on this analysis can be found in the theses by R. Kogler and D. Britzger 

(http://www-h1.desy.de/publications/theses_list.html).

HERA-2 data, 351 pb-1 



                                                                                                                                                                              

Incl. jet, diet & trijet cross sections 
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σjet/σNLO

NLO in good agreement with 
data within uncertainties
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Comparison to NLO using different PDFs
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Figure 12: Ratio of NLO predictions with various PDF sets to predictions using the MSTW2008

PDF set. For comparison, the data points are displayed together with their statistical uncertainty,

which are often outside of the displayed range in this enlarged presentation. All PDF sets used

are determined at NLO and with a value of αs(MZ) = 0.118. The hatched area shows the

PDF uncertainty on the NLO calculations obtained from the MSTW2008 eigenvector set at a

confidence level of 68 %.
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Figure 12: Ratio of NLO predictions with various PDF sets to predictions using the MSTW2008

PDF set. For comparison, the data points are displayed together with their statistical uncertainty,

which are often outside of the displayed range in this enlarged presentation. All PDF sets used

are determined at NLO and with a value of αs(MZ) = 0.118. The hatched area shows the

PDF uncertainty on the NLO calculations obtained from the MSTW2008 eigenvector set at a

confidence level of 68 %.
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σjet

σNLO(MSTW)

&
σNLO(PDFs)

σNLO(MSTW)

Only small differences are 
observed between the 
different PDF sets:

CT10 about 1-2% below 
MSTW, NNPDF about 2% 
above, HERAPDF 2% above at 
low PT, but 5% below at the 
highest PT

ABM11 shows larger 
differences
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Norm. incl. jet, diet & trijet cs. 

13
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Ratio: σjetnorm /σNLOnorm

14

theory uncertainty from scale 
variation > exp. uncertainty

exp. uncertainty dominated by 
stat., model and jet energy 
scale uncertainty

normalized dijet cross sections 
below the NLO predictions for 
many data points
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Correlation matrix

15

correlations down to -0.5 
between adjacent bins in 
PT,jet in a given Q2 bin (due 
to only moderate resolution 
in PT,jet)

about -0.1 in neighboring Q2 
bins (excellent resol. in Q2)

sizeable positive corr. 
between incl.jet and dijet in 
the same Q2 bin and similar 
PT,jet

smaller pos. corr. between 
trijets and the other two 
samples (smaller stat. 
overlap
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Diet & trijet vs. Q2 & ξ

16

here, “low-x” is: 

6x10-3 < ξ < 0.5
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Ratio of anti-kT and kT cross 
sections to corresponding 
NLO predictions is consistent 
with 1 for incl. jets and 
dijets

For trijets it tends to be 
less than 1



                                                                                                                                                                              

Extraction of αS(MZ) 

18

Ei,k =
�

fC
k

�
δk,+
m,i − δk,−

m,i

2
εk +

δk,+
m,i + δk,−

m,i

2
ε2k

�

Fit NLO QCD calculations with αS(MZ) as free parameter to absolute and 
norm. incl. jet, diet & trijet cross sections (individually and simultaneously): 

The mi refer to the unfolded measurements and ti(αS(MZ)) to the theory 
prediction. This ansatz assumes log-normal distributed mi with Ei,k defined by:

pi = logmi − log ti −
�Nsys

k Ei,kχ2(αS(MZ), εk) = �pTV −1�p +
�Nsys

k ε2k

The covariance matrix V consists of the relative stat. uncertainties, 
including correlations between the data points and the uncorrelated part 
of the syst. uncertainties.

The theory uncertainties are determined for each source separately using 
linear error propagation.



                                                                                                                                                                              

Summary ofαs(MZ) from this analysis

19

αs(MZ)|kT = 0.1165 (8)exp (5)PDF (7)PDFset (3)PDF(αs) (8)had (36)µr (5)µf

consistent results within total 
uncertainties and with world 
average

tension between dijet and other 
results within exp. uncertainties
 
most precise result when using 
norm. multijet cross sections

need NNLO calculations to match 
the superior exp. precision (0.7%)

from norm. multijets: )
Z

(Ms !
0.11 0.115 0.12

H1 Collaboration

World average
PDG, Phys. Rev. D 86 (2012) 010001 (2014 update)

Normalised multijet
Multijet

Normalised trijet
Normalised dijet
Normalised inclusive jet

Trijet
Dijet
Inclusive jet



                                                                                                                                                                              

Running ofαs(μr)

20

the αS(MZ)-values are found to 

be consistent and independent 
of μr

they agree with H1 data at lower 
scales and with other data at 
higher scales
 
the prediction for the running, 
using the RGE and 
αS(MZ)=0.1165 (8)exp (38)pdf,theo 

agrees well with the 
measurements 

measurements with comparable values of μr

αS(μr) from 5 fits using the norm. multijet 
cross sections, each fit based on a set of
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Summary

21

· Final precision results by H1 on absolute and normalized, kT and anti-kT, 
multijet cross sections in DIS using:

· various improvements to yield an hadronic energy scale uncertainty of 1%
· regularized simultaneous unfolding of NC DIS data and the jet data yield 

stable results, good control of migrations, and the determination of 
correlations between the measurements.

· In general, the precision of the measurement is better than that of the NLO 
prediction.

· Consistent values ofαS(MZ) are obtained from the individual jet cross sections, 

but there is tension between the αS(MZ)-value from dijets compared to the similar 

values from incl. jets and trijets, which could be a sign of different higher order 
corrections.

·Most precise αS(MZ) is extracted from fit to the normalizes multijet cross 

sections, yielding:  

· The running of αS(μr) is consistent with the RGE and with results from other 

jet data.

·NNLO calculations are needed to match the exp. precision

αs(MZ)|kT = 0.1165 (8)exp (38)pdf ,theo
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ありがとうございます



                                                                                                                                                                              

Additional material
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Calibration plots

24
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Control plots
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Ratio: σdijet (σtrijet) /σNLO

26
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Norm. diet & trijet vs. Q2 & ξ

27
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Break-down of syst. uncertainties

28

Source of uncertainties k Correlated Uncorrelated Uncorrelated
fraction f C fraction fU between Q2 bins

Jet energy scale δJES 0.5 0.5

Rem. cluster energy scale δRCES 0.5 0.5

LAr Noise δLArNoise 1 0

Electron energy δE′e 1 0 !

Electron polar angle δθe 1 0 !

Electron ID δID(e) 1 0 !

Normalisation δNorm 1 0

Model δModel 0.25 0.75 !

Table 5: Split-up of systematic uncertainties in the fit of the strong coupling constant αs.

consists of relative statistical uncertainties, including correlations between the data points of the
measurements, correlated background uncertainties and the uncorrelated part of the systematic
uncertainties.

7.2 Experimental uncertainties on αs

The experimental uncertainties are treated in the fit as described in the following.

• The statistical uncertainties are accounted for by using the covariance matrix obtained
from the unfolding process. It includes all point-to-point correlations due to statistical
correlations and detector resolutions.

• The uncertainties due to the reconstruction of the hadronic final state, i.e. δJES and δRCES,
are treated as 50% correlated and uncorrelated, respectively.

• The uncertainty δLArNoise, due to the LAr noise suppression algorithm, is considered to be
fully correlated.

• All uncertainties due to the reconstruction of the scattered electron (δE′e , δθe and δID(e)) are
treated as fully correlated for data points belonging to the same Q2-bin and uncorrelated
between different Q2-bins.

• The uncertainties on the normalisation (δLumi, δTrig and δTrkCl) are summed in quadrature
to form the normalisation uncertainty δNorm = 2.9% which is treated as fully correlated.

• The model uncertainties are treated as 75% uncorrelated, whereby the correlated fraction
is treated as uncorrelated between different Q2-bins.

The uncorrelated parts of the systematic uncertainties are expected to account for local vari-
ations, while the correlated parts are introduced to account for procedural uncertainties. A
summary is given in table 5, showing the treatment of each experimental uncertainty in the fit.

Table 6 lists the size of the most relevant contributions to the experimental uncertainty on the
αs-value obtained. For αs-values determined from the absolute jet cross sections, the domi-
nant uncertainty is the normalisation uncertainty, since it is highly correlated with the value of
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as used in fit of αS(MZ)



                                                                                                                                                                              

Experimental uncertainties on αS(MZ)
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Experimental uncertainties on αs × 104

Measurement ∆
exp
αs ∆Normαs ∆RCESαs ∆JESαs ∆Modelαs

σjet 22.2 18.5 4.8 5.5 4.5
σdijet 23.4 19.4 4.4 4.3 6.4
σtrijet 16.7 11.2 5.4 4.3 4.6
σjet

σNC
8.9 – 1.7 4.4 2.2

σdijet

σNC
9.9 – 1.6 3.3 3.6

σtrijet

σNC
11.3 – 4.0 3.5 4.2

[σjet,σdijet,σtrijet] 16.0 9.6 5.9 3.2 5.0
[

σjet

σNC
,
σdijet

σNC
,
σtrijet

σNC

]

7.6 – 2.4 2.8 1.8

Table 6: The total experimental uncertainty on αs from fits to different jet cross sections, and
the contributions from the most relevant sources of uncertainties. These are the normalisation
uncertainty, the uncertainties on the reconstruction of the HFS (∆RCESαs

and ∆JESαs ) and the model
uncertainty.

αs(MZ) in the fit. The errors on the fit parameters, αs and εk, are determined as the square root
of the diagonal elements of the inverse of the Hessian matrix.

7.3 Theoretical uncertainties on αs

Uncertainties on αs from uncertainties on the theory predictions are often determined using the
non-linear offset method. In this analysis a different approach is taken. The theory uncertainties
are determined for each source separately using linear error propagation [51]. Uncertainties on
αs originating from a specific source of theory uncertainty are calculated as:

(

∆tαs

)2
= f C
( Nbins
∑

i

∂αs
∂ti

∣

∣

∣

∣

∣

∣

∣

α0

∆ti

)2

+ f U
Nbins
∑

i

(

∂αs
∂ti

∣

∣

∣

∣

∣

α0

∆ti

)2

, (15)

where ti is the prediction in bin i, ∆ti is the uncertainty of the theory in bin i and f C ( f U)
are the correlated (uncorrelated) fractions of the uncertainty source under investigation. The
partial derivatives are calculated numerically at the αs-value, α0, obtained from the fit. The
uncertainties on αs obtained this way are found to be of comparable size as the uncertainties
obtained with other methods, like the offset method [10, 73]. Because equation 15 is linear, the
theory uncertainties are symmetric.

Theoretical uncertainties in the determination of αs arise from unknown higher order corrections
beyond NLO, from uncertainties on the hadronisation corrections and from uncertainties on
the PDFs. Three distinct sources of uncertainties from the PDFs are considered. These are
uncertainties due to the limited precision of the input data in the determination of the PDFs,
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dominant uncertainties only



                                                                                                                                                                              

αs(MZ) from jet fit vs.αs(MZ) of PDF
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αs(MZ) obtained using different PDFs
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)
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αs(MZ) using different PDF sets

Measurement αMSTW2008

s αCT10

s αNNPDF2.3
s αHERAPDF1.5

s αABM11

s

All PDF sets used were determined with αs(MZ) = 0.1180

σjet 0.1174 0.1180 0.1167 0.1158 0.1136

σdijet 0.1137 0.1142 0.1127 0.1120 0.1101

σtrijet 0.1178 0.1178 0.1169 0.1174 0.1176

σjet

σNC

0.1176 0.1185 0.1170 0.1183 0.1186

σdijet

σNC

0.1135 0.1143 0.1127 0.1143 0.1150

σtrijet

σNC

0.1182 0.1185 0.1175 0.1191 0.1204

[σjet,σdijet,σtrijet ] 0.1185 0.1187 0.1178 0.1180 0.1176

�
σjet

σNC

,
σdijet

σNC

,
σtrijet

σNC

�
0.1165 0.1172 0.1158 0.1172 0.1177

Table 39: Values for αs(MZ) from fits of theoretical predictions with PDFs from various PDF

group to absolute and normalised cross sections.

Summary of values of αs(MZ) and uncertainties

Cross sections αs(MZ)|kT
αs(MZ)|anti−kT

Theoretical uncertainties

σjet 0.1174 (22)exp 0.1175 (22)exp (7)PDF (7)PDFset (5)PDF(αs)
(10)had (48)µr (6)µ f

σdijet 0.1137 (23)exp 0.1152 (23)exp (7)PDF (7)PDFset (5)PDF(αs)
(7)had (37)µr (6)µ f

σtrijet 0.1178 (17)exp 0.1174 (18)exp (3)PDF (5)PDFset (0)PDF(αs)
(11)had (34)µr (3)µ f

σjet

σNC

0.1176 (9)exp 0.1172 (8)exp (6)PDF (7)PDFset (4)PDF(αs)
(8)had (41)µr (6)µ f

σdijet

σNC

0.1135 (10)exp 0.1147 (9)exp (5)PDF (8)PDFset (3)PDF(αs)
(6)had (32)µr (6)µ f

σtrijet

σNC

0.1182 (11)exp 0.1177 (12)exp (3)PDF (5)PDFset (0)PDF(αs)
(11)had (34)µr (3)µ f

[σjet,σdijet,σtrijet ] 0.1185 (16)exp 0.1181 (17)exp (3)PDF (4)PDFset (2)PDF(αs)
(13)had (38)µr (3)µ f

�
σjet

σNC

,
σdijet

σNC

,
σtrijet

σNC

�
0.1165 (8)exp 0.1165 (7)exp (5)PDF (7)PDFset (3)PDF(αs)

(8)had (36)µr (5)µ f

Table 40: Values of αs(MZ) from fits to absolute and normalised single jet and multijet cross

sections employing the kT and the anti−kT jet algorithm. Theoretical uncertainties are deter-

mined using the kT-jet cross sections.
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Inclusive jets in DIS in PDF fits
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Inclusive jets from H1 and ZEUS in bins of Q2 and PT are added in the PDF fit
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adding jet data dramatically decreases 
the low-x gluon uncertainty, not only 
the experimental but also the model and 
parameterization uncertainties 

reminder: jets are sensitive in LO to αS ⊗ g (BGF) and αS (QCDC)

the gluon uncertainty
at low-x blows up



                                                                                                                                                                              

αs(MZ) from incl. DIS & jets in DIS
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➡ adding jet data successfully reduces the correlation between αS and the gluon

scale uncertainty from variation of renormalization 
& factorization scale by a factor of ½ and 2

αs(MZ) = 0.1202 ± 0.0019(exp/model/param/hadronization) +0.0045
−0.0036(scale)

1.6% uncertainty + 3-3.7% scale unc.  

desparately seeking NNLO
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