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Pixel detectors
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Figure 9: Guard ring concept of n in n sensors. The bias voltage is applied on the sensor’s
junction side. This side of the sensor contains also the multi-guard ring structure providing
a controlled potential drop towards the edge. The whole sensor side facing the readout
electronics can be held at ground potential.

into the range of . The limitation for such devices is given firstly by
the rise of the full depletion voltage and secondly by signal loss due to trapping.

5 High Luminosity Experiments with Hadrons
The requirements of the LHC experiments ATLAS [31] and CMS [32], and of BTeV [33]
at FermiLab in terms of radiation hardness cannot be fulfilled with the previously discussed
p in n sensors. At the end of the targeted lifetime of the detector, a full depletion voltage
of more than is expected. As the maximum bias voltage foreseen is in the order of

, an under-depleted operation of the sensors is required for a significant part of
their lifetime. To cope with this problem, all experiments mentioned have chosen the n on
n concept for their pixel sensors. The pixels consist of n -implantations in high resistivity
n-type silicon while the pn-junction is located on the sensor’s backside, surrounded by a
multi guard ring structure as indicated in fig. 9. After radiation induced space charge sign
inversion, the depleted region starts to grow from the n -side and the device can be operated
partially depleted, if full depletion cannot be reached any more. Furthermore, the double-
sided processing of n in n detectors allows a guard ring concept which keeps all sensor
edges at ground potential and avoids the risk of disruptive discharges to the very closely
spaced front-end chip. This can be achieved by placing the multi-guard ring structure on
the p-side, i.e. the sensor’s backside. The outer region of the n -side containing the pixel
cells is covered with a large n -implant, grounded externally via the readout chip. For the
design of the guard rings the considerations from section 4.1 are still valid.

In comparison with standard p in n sensors, n in n sensors are roughly twice as ex-
pensive due to the need for double sided processing and inter-pixel isolation. Furthermore,
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Characteristics & usage

Semi conductor sensors

Small sized pixels (≈ 50 µm ×
300 µm)

3 layers (≈ 4, 10, 13 cm)

High granularity → spatial
resolution ≈ 10 µm

Important for vertex
identification and track
reconstruction

NEW : IBL
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IBL

(a) (b)

Figure 4. (a) Photo of the Pixel detector with the inserted beam pipe during the integration in SR1 building,
and (b) rendering of the insertion of the IBL with the smaller beam pipe.

a big effort is made to reduce the material budget; the goal is to almost halve the X0 of the existing
Pixel B-layer. Table 4 summarizes the main layout parameters.

1.3.2 Removal of existing beam pipe

Before inserting the IBL with the new beam pipe, it is necessary to extract the VI section of the
current beam pipe. The VI section is a 7.3 m long pipe made in beryllium with two aluminium
flanges at its extremities; they support the beam pipe together with two other intermediate support
points at ± 0.85 m from z = 0. The intermediate supports use two collars attached to a wire

Value Unit
Number of staves 14
Number of modules per stave (single/double FE-I4) 32 / 16
Pixel size (f ,z) 50, 250 µm
Module active size W⇥L (single/double FE-I4) 16.8⇥40.8 / 20.4 mm2

Coverage in h , no vertex spread |h | < 3.0
Coverage in h , 2s (=112 mm) vertex spread |h | < 2.58
Active z extent 330.15 mm
Geometrical acceptance in z (min, max) 97.4, 98.8 %
Stave tilt angle in f (center of sensor, min, max) 14.00, �0.23, 27.77 degree
Overlap in f 1.82 degree
Center of the sensor radius 33.25 mm
Sensor thickness:

Planar silicon 150 ÷ 250 µm
3D silicon 230±15 µm
Diamond 400 ÷ 600 µm

Radiation length at z = 0 1.54 % of X0

Table 4. Main IBL layout parameters.

– 17 –

Insertable B Layer

New layer inside the existing
pixel sensor (at ≈ 3 cm)

Smaller sized pixels (≈ 50 µm
× 250 µm)

Important for High luminosity
phases

Vertex reconstruction
Balancing dead channels
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Readout Pixels/IBL

1950   Alessandro Polini et al.  /  Physics Procedia   37  ( 2012 )  1948 – 1955 

Fig. 1. Block scheme of the ATLAS Pixel Detector DAQ system from the front-end chip FE-I3 to the readout modules where full
events are built and pushed to the higher trigger levels (ROB).

a detector located at 3.3 cm from the interaction point would be even more restrictive. Taking advantage
of the new design several improvements including a smaller feature size, smaller pixel granularity, lower
material budget leading to a simpler module design with no MCC. The FE-I4 has been added also with an
8b/10b encoding [7] before streaming out the data at 160 Mbit/s. This provides a data stream with proper
engineering properties off-detector and should ease the clock reconstruction from the data stream in the off-
detector system. Two FE-I4 chips form a detector module and are operated via a single clock and command
line at 40MHz.

The use of the new FE-I4 requires multiple changes to the readout system for being operated. When
specifying the design of the DAQ chain for the IBL, the first open question was whether the existing ROD
could be sufficient or if a new one was needed. Although the existing ROD firmware could be modified
to operate with the IBL module data format, the hardware of the board is designed to connect a maximum
of eight 160 Mbit/s input links (from the modules) to one output S-Link, while, to respect the IBL natural
modularity, sixteen 160 Mbit/s links to two S-Links have to be handled. This consideration, together with
bandwidth limitation on the VME bus used in calibration runs and the obsolescence of the components,
led to the decision of a new design. A look towards alternative standards was also considered; however, it
was felt that a VME based architecture, possibly backward compatible with the BOC-ROD system (with
modified firmware) in use in the ATLAS Pixel Detector and Strip Tracker would be more adequate. This
choice would allow the IBL to be operated as part of the existing Pixel Detector making use of the same sur-
rounding infrastructure (VME extended backplane, Single Board Computer operation, Clock, Trigger and
Busy Handling). The BOC-ROD task subdivision would be kept as in the current readout chain, assigning
the data path (optical link interface to the front-end chips and S-Links) to the BOC and the data processing
and detector calibration to the ROD. The two boards would benefit from up-to-date programmable devices
and technologies in order to increase the system performance and have a more compact size.

The block scheme of the new chain is shown in Fig. 2: while the BOC-ROD separation and the VME
frame has been kept, the integration has increased by a factor 4. The whole IBL readout requires 14 BOC-
ROD pairs hosted in a single 9U VME crate, where a TTC Interface Module (TIM) [8] distributes Clock
and Trigger information to all the boards and handles their Busy and Errors conditions. Each BOC-ROD
pair is able to readout data coming from 16 IBL modules for a total input bandwidth of 32 × 160 Mbit/s =
5.12 Gbit/s. The calibration tasks will no longer use the DSPs in favor of more powerful FPGA devices with
an embedded hardware core and an external PC farm connected via Gbit links directly to the ROD. Below
the new BOC and ROD systems are described more in detail.

4. The IBL Back of Crate Card (BOC)

The IBL BOC handles data from 32 FE-I4 chips. The BOC layout is segmented into two functionally
equivalent sections. The core of each section is a Spartan-6 LX150T device. Receiving data from the

Path from Sensor to Off-Detector

Sensor MCC Optoboard Rx Pugin on BOC ROD ROB
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Readout IBL / Pixels

DC neutrality

A signal is said DC neutral if there is no DC component to the signal in other

terms lim
T→∞

1
T

∫ T

0
V dt = 0

The IBL use a DC neutral encoding of data (8b10b)

The older hardware use a non DC neutral encoding and DC neutral but lower
bandwidth (Manchester)

Clock

DC neutral

non DC neutral
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Problems?

Tx Plugins

None

Rx Plugins

New SNAP12 plugins don’t like non DC neutral signals

Old FE-I3/MCC, that cannot be replaced, send a non DC neutral signals

We want to be able to use new BOC design which is all around better

Cannot produce old ASIC anymore

Need to design a new Plugin that doesn’t mind non DC neutral input
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Rx Board philosophy

Optical Signal Optopackage Pull up / Amplification Comparator SNAP12 connector

Pull up / Amplification ?

Discrete Component

ASIC
Test them to find it out!
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How to test them out?

Electrically

Verify the characteristics on its own by signal injection onto the electronics

Measure directly on BOC (Back Of Crate Card)

Do they actually transmit correctly?

Loopback test using the BOC software

Bit error rate testing (BERT) using the BOC
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Measurements

Principle

Verify the range in which the BOC recognises the incoming signals

Measure erros from memory of the BOC (FiFo)

Measure signal on BOC from pattern signal generator

Back Of crate Card

NSQP Optoboard

Computer

Power supply

Back Of crate Card
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Preliminary testing of the discrete solution
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And the ASIC?

Encouraging after first testing but...
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Project outlook

Not so far away in space time

Full test of both ”almost” final version of respective designs

Aeging test of both designs

Further down the road
Production and testing of 300 plugins

Installation of said 300 plugins
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Thanks for listening
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