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Why is the LHCb phase space important  
for an asymmetry measurement?
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Angular asymmetry in

!
Nucl. Phys. B57 (1973) 381, F. A. Berends, K. Gaemer, and R. Gastmans,  

Acta Phys. Polon. B14 (1983) 413, F. A. Berends, R. Kleiss, S. Jadach, and Z. Was,  

Phys. Lett. B195(1987) 74 F. Halzen, P. Hoyer, and C. Kim 

Nucl. Phys. B327 (1989) 49 P. Nason, S. Dawson, and R. K. Ellis 

arXiv:hep-ph/9802268, arXiv:hep-ph/9807420  J.H.Kuhn, G. Rodrigo…. many more

ff̄ ! f 0f̄ 0

Known for a long time in QCD and QED……

favoured disfavoured

t t

t̄ t̄

q̄ q̄q q



Rhorry Gauld, Implications Workshop, 15/10/2014 7

Tevatron results
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Inclusive results with all data	

CDF Collaboration, arXiv:1211.1003. 	


D0 Collaboration, arXiv:1405.0421.	

D0 Collaboration, 1308.6690.	


CDF Collaboration, arXiv:1308.1120.	

D0 Collaboration, arXiv:1403.1294. 
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Differentially?

13

TABLE IV: Statistical uncertainty (σ) on the measured Al
FB

and weight for each channel (where applicable). The weight
for each channel is proportional to σ−2.

Channel σ Weight
l+3 jets, 0 b tags 24% n/a
l+3 jets, 1 b tag 6.8% 0.11
l+3 jets, ≥2 b tags 4.7% 0.24
l+≥4 jets, 0 b tags 13.9% n/a
l+≥4 jets, 1 b tag 4.7% 0.24
l+≥4 jets, ≥2 b tags 3.6% 0.41

Since the l+3 jet, zero-b-tag channel is used to tune the
modeling of the W+jets background, it cannot be used to
extract the signal Al

FB. We also do not use the l+≥4 jet,
zero-b-tag channel for the unfolded result, due to its low
purity and the large uncertainty on Al

FB. The weighted
average of the four remaining b-tagged channels gives our
combined value for Al

FB.
The lepton-based asymmetries unfolded to the produc-

tion level are summarized in Table V and shown in Fig. 6.
The results are compared to mc@nlo-based predictions.

TABLE V: Predicted and observed production-level asymme-
tries. The first uncertainty on the measured Al

FB is statistical
and the second systematic. The statistical uncertainties on
the MC predictions are less than 0.1%, while the scale and
PDF uncertainties are estimated to be < 1%.

Al
FB, %

plT range, GeV Data MC@NLO

Inclusive 4.2 ± 2.3+1.7
−2.0 2.0

20–35 −0.3± 4.1± 3.6 1.6

35–60 4.8 ± 3.5+2.2
−2.1 2.3

≥ 60 9.3 ± 3.7+2.3
−2.7 3.1

 [GeV]
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FIG. 6: Predicted and observed production-level asymme-
tries as a function of lepton transverse momentum. The last
bin extends beyond the edge of the plot and has no upper
boundary. Statistical uncertainties are indicated by the in-
ner, and the total uncertainties by the outer error bars.

We also measure the differential asymmetry as a func-
tion of |yl| by applying the same procedure that is used

for the inclusive asymmetry to the qlyl bins contained in
each |yl| range. The measured differential asymmetries
are listed in Table VI and shown in Fig. 7.

TABLE VI: Predicted and observed production-level asym-
metries as a function of |yl|. The first uncertainty on the
measured values is statistical and the second is systematic.
The statistical uncertainties on the MC predictions are less
than 0.1%, while the scale and PDF uncertainties are esti-
mated to be < 1%.

Al
FB, %

|yl| range Data MC@NLO

0 – 0.125 0.5± 6.1+0.8
−0.7 0.2

0.125 – 0.375 0.5± 4.4+1.3
−1.8 0.9

0.375 – 0.625 2.6± 4.7+1.7
−1.5 1.8

0.625 – 1 1.9± 4.6+2.0
−2.3 2.7

1 – 1.5 13.2± 6.5+2.6
−3.0 3.7

|
l
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FIG. 7: Predicted and observed production-level asymme-
tries as a function of absolute lepton rapidity. Statistical un-
certainties are indicated by the inner, and the total uncer-
tainties by the outer error bars.

IX. SYSTEMATIC UNCERTAINTIES

We consider several sources of systematic uncertainty.
For most sources, we vary the modeling according to the
evaluated uncertainty in the relevant parameters of the
model, repeat the entire analysis and propagate the effect
to the final result. This accounts for the correlations be-
tween the channels and between the various steps of the
analysis, such as the maximal likelihood fit, the fit for
α, and the unfolding. Some sources are quantified using
more specialized procedures, as described below. Sys-
tematic uncertainties from different sources are added in
quadrature to yield the total systematic uncertainty. Ta-
ble VII lists the systematic uncertainties on the predicted
reconstruction-level Al

FB (as listed in Tables I and II), on
the measured reconstruction-level Al

FB, and on the mea-
sured production-level Al

FB. The systematic sources are
classified into the following categories:
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FIG. 7. The binned asymmetry A`

FB (qy
`

) after
correcting for acceptance, compared to the NLO QCD
prediction of powheg. The best fit to Eq. (7) for each
is shown as the smooth curve of the same color. The
dark (light) gray bands indicate the statistical (total)
uncertainty on the fit curve to the data.

TABLE V. Uncertainties on the fully-extrapolated
measurement.

Source of uncertainty Value
Backgrounds 0.015

Recoil modeling
+0.013
�0.000

Color reconnection 0.0067
Parton showering 0.0027
Parton distribution functions 0.0025
Jet-energy scales 0.0022
Initial and final state radiation 0.0018

Total systematic
+0.022
�0.017

Data sample size 0.024

Total uncertainty
+0.032
�0.029

energy-scale (JES) uncertainties, all of which are small,
as expected since jets are used only to define the signal
region. Uncertainties on the PDFs also have minimal
impact.

Table V summarizes all of the uncertainties considered.
The largest uncertainty is due to the limited sample size.
Combining the systematic uncertainties in quadrature we
obtain the final result A`

FB = 0.094 ± 0.024+0.022
�0.017.

C. Consistency Checks

To further check the validity of the inclusive measure-
ment of A`

FB, we divide the sample into several subsam-
ples, which are expected to have the same inclusive asym-
metries, summarized in Table VI.

Two independent subsamples are formed by partition-
ing according to lepton flavor. The raw asymmetry for
decays into muons is 0.081 ± 0.022 while that for decays
into electrons is 0.050±0.024. The di↵erence is consistent
with zero at about the 1� level. This di↵erence is car-
ried through each stage of correction with similar levels
of significance at each, resulting finally in fully-corrected
asymmetries of 0.119+0.039

�0.037 in events with a muon and

0.062+0.052
�0.049 in events with an electron.

The sample is also partitioned according to lepton
charge. The di↵erence between the raw asymmetries of
the two subsamples is nonzero at 2�. A similar di↵erence
is observed in the background-subtracted asymmetries.
This di↵erence is due to unphysical negative-asymmetry
bins in the negatively-charged leptons near |qy

`

| = 0.
The fit, which by construction has A (0) = 0, is insensi-
tive to these bins. This moderates the discrepancy in the
extrapolated result to 1� after the extrapolation proce-
dure is performed.
Finally, the sample is partitioned according to the E

T

of the fourth jet. The first subsample consists of events
having a fourth jet with E

T

> 20 GeV. This is the
“W+4” jet selection used in Ref. [3]. In the present
work we also include events with a W and three jets with
E

T

> 20 GeV, isolating the tt̄ component by requiring
the presence of a fourth soft jet with 20 � E

T

> 12 GeV.
This “W+3+1” sample shows consistent asymmetries
with the W+4 sample at all levels of correction.

VI. CONCLUSIONS

The rapidity distribution of the lepton in semileptonic
top quark decays contains information on the top-quark-
production asymmetry and possible top-quark polariza-
tion, and is free of the complications of reconstruction
the kinematic properties of the full tt̄ system. We de-
velop a technique to measure the production-level lepton
asymmetry in `+jets events, including an extrapolation
to unmeasured rapidity regions, and apply it in a sam-
ple of 3864 tt̄ candidate events collected with the CDF II
detector at the Fermilab Tevatron. The production-level
lepton asymmetry is found to be A`

FB = 0.094+0.032
�0.029. This

is consistent with a value A`

FB = 0.111± 0.036 measured
by the D0 collaboration [14]. The present result is to be
compared with the predicted value of 0.038 ± 0.003 [13],
which includes both QCD and electroweak e↵ects to
NLO. For a �y asymmetry as indicated by the Teva-
tron measurements, the expected lepton asymmetry is
estimated to lie in the range 0.070–0.076.
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FIG. 14: The reconstruction-level forward-backward asym-
metry as a function of |�y| with a best-fit line superimposed.
The errors on the data are statistical, and the shaded region
represents the uncertainty on the slope of the prediction.

y|∆|
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

FB
A

0

0.05

0.1

0.15

0.2

0.25

0.3
-1CDF Data - Bkg, 9.4  fb

-2 10× 3.3) ± = (15.5 y∆α 

 Predictiontt
-2 10× 1.0) ± = (5.3 y∆α 

y|∆|
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

FB
A

0

0.05

0.1

0.15

0.2

0.25

0.3

y|∆|
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

FB
A

0

0.05

0.1

0.15

0.2

0.25

0.3

FIG. 15: The background-subtracted asymmetry as a func-
tion of |�y| with a best-fit line superimposed. Error bars
include both statistical and background-related systematic
uncertainties. The shaded region represents the theoretical
uncertainty on the slope of the prediction.

and a slope ↵�y

= (11.4±2.5)⇥10�2, a rapidity depen-
dence that is non-zero with significance in excess of 4�.
The predicted slope from powheg and the background
model is (3.6± 0.9)⇥ 10�2.

The behavior of the asymmetry as a function of
|�y| is also measured after the removal of the back-
ground contribution as described previously. Figure 15
shows the distribution AFB(|�y|) for the background-
subtracted data, with the measured values summa-
rized in Table VIII. Systematic uncertainties on the
background-subtraction procedure are included in the
error bars. The data measurements and the predictions
are well-fitted by the linear assumption, with an ob-
served slope of ↵�y

= (15.5± 3.3)⇥ 10�2 that exceeds
the prediction of (5.3 ± 1.0) ⇥ 10�2 by approximately
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FIG. 16: The parton-level forward-backward asymmetry as
a function of |�y| with a best-fit line superimposed. Un-
certainties are correlated and include both statistical and
systematic contributions. The shaded region represents the
theoretical uncertainty on the slope of the prediction.

3�. The observed slope is larger than at the reconstruc-
tion level owing to the removal of the background, with
the significance of the di↵erence relative to the standard
model staying approximately the same.
The |�y| dependence of the asymmetry at the par-

ton level can be derived from Fig. 13 by comparing the
forward and backward bins corresponding to a given
value of |�y|. This parton-level AFB(|�y|) distribution
is shown in Fig. 16, with the asymmetries in each bin
also listed in Table IX. A linear fit to the parton-level
results yields a slope ↵�y

= (25.3 ± 6.2) ⇥ 10�2, com-
pared to an expected slope of (9.7 ± 1.5) ⇥ 10�2. We
use the full covariance matrix (including both statisti-
cal and systematic contributions) for the corrected AFB

values when minimizing �2 in order to account for the
correlations between bins in the parton-level distribu-
tion.

VII. DEPENDENCE OF THE ASYMMETRY
ON M

tt̄

The dependence of AFB on the invariant mass of the
tt̄ system was also studied in the 5 fb�1 analyses [2, 4]
with only two bins. M

tt̄

is correlated with the rapid-
ity di↵erence �y, but because �y depends on the top-
quark production angle in addition to M

tt̄

, a measure-
ment of the M

tt̄

dependence can provide additional in-
formation about the underlying asymmetry relative to
the AFB(|�y|) measurement. In the previous publica-
tions [2, 4], the CDF and D0 measurements of AFB

at small and large M
tt̄

were consistent within statisti-
cal uncertainties but had quite di↵erent central values,
leading to an ambiguity in the comparison of the results
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FIG. 8: (Color online). The dependence of the forward–
backward asymmetry on |∆y|. The D0 data points are shown
with the total error bars indicating the total uncertainty,
based on the diagonal elements of the covariance matrix, while
the statistical uncertainties are indicated by the inner error
bars. The dashed line shows the fit to the data with the dot-
ted lines indicating the fit uncertainty. The horizontal lines
show the MC@NLO prediction for the asymmetry in each mtt̄

bin [18]. The last bin has no upper boundary. The x coordi-
nate of each data point is the observed average of |∆y| in the
corresponding bin.

TABLE V: Variation of the production-level AFB on |∆y|.
The measured values are calibrated and listed with their to-
tal uncertainties. The theoretical predictions are based on
MC@NLO simulation.

AFB,%
|∆y| Predicted Measured
< 0.25 1.1 1.8± 1.3
0.25–0.5 2.5 5.4± 3.3
0.5–1 5.2 10.8 ± 4.8
> 1 11.4 21.8 ± 7.1

this paper corresponds to 1.3 standard deviations5.

TABLE VI: The correlation factors between the measured
AFB values in different |∆y| bins.

|∆y| range
< 0.25 0.25–0.5 0.5–1 > 1

< 0.25 +1.00 +0.79 +0.77 +0.06
0.25–0.5 +0.79 +1.00 +0.89 +0.09
0.5–1 +0.77 +0.89 +1.00 +0.25
> 1 +0.06 +0.09 +0.25 +1.00

5 When comparing to CDF results, we neglect the correlations of
the systematic uncertainties between the two experiments.

B. AFB dependence on mtt̄

The dependence of AFB on mtt̄ is shown in Fig. 9 and
Table VII with the correlation factors between bins listed
in Table VIII.

TABLE VII: Production-level asymmetries as a function of
mtt̄. The measured values are calibrated and listed with their
total uncertainties. The theoretical predictions are based on
MC@NLO simulation.

AFB,%
mtt̄, GeV Predicted Measured
< 400 2.2 7.0± 5.1
400–450 4.6 9.3± 5.0
450–500 6.7 12.7 ± 5.7
500–550 8.4 16.6 ± 8.2
550–650 10.9 37.6± 19.0
> 650 14.8 −12.3± 29.6
Inclusive 5.0 10.6± 3.0

TABLE VIII: The correlation factors between the measured
AFB values in different mtt̄ bins. All masses are in GeV.

mtt̄ range (GeV)
< 400 400–450 450–500 500–550 550–650 > 650

< 400 +1.00 +0.89 +0.39 −0.19 −0.25 +0.12
400–450 +0.89 +1.00 +0.67 +0.10 −0.32 +0.12
450–500 +0.39 +0.67 +1.00 +0.68 −0.27 +0.05
500–550 −0.19 +0.10 +0.68 +1.00 +0.04 −0.12
550–650 −0.25 −0.32 −0.27 +0.04 +1.00 −0.41
> 650 +0.12 +0.12 +0.05 −0.12 −0.41 +1.00

The values of the asymmetry measured in six mtt̄

ranges constitute a six-dimensional vector v⃗ with a 6× 6
covariance matrix Σ. Table IX lists the eigenvectors e⃗i
(i = 1, ..6) of Σ together with the corresponding compo-
nents of the vector v⃗ in the basis formed by the eigenvec-
tors: vi = v⃗ ·e⃗i, and their uncertainties σi =

√

Σ′

ii, where
Σ′ is the covariance matrix transformed to the basis e⃗i.
The elements of Table IX fully specify the measured six-
dimensional likelihood in the Gaussian approximation,
and can be used for quantitative comparison with theo-
retical predictions and other experimental results [51].
Using the full covariance matrix we perform a fit of the

measured AFB to the functional form

AFB(mtt̄) = α
( mtt̄

GeV
− C

)

+A0. (9)

We choose C = 445 so that the correlation factor between
the fit parameters α and A0 is less than 0.01 in the fit to
the data. The parameters of the fit are listed in Table X
for the data and the MC@NLO simulation. We observe a
slope α consistent with zero and with the MC@NLO predic-
tion. The difference between slope reported by the CDF
Collaboration [5] and the slope reported in this paper
corresponds to 1.8 standard deviations.

Parton level Lepton level 

D0

CDF
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Summary of 7 TeV asymmetry measurements 

30th September 2014 13 Richard Hawkings 

LHC results (R. Hawkings @top 2014)
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What can LHCb provide?
1) Asymmetric cross section less diluted by symmetric gluon-fusion 
2) PDF asymmetry                                          increases at high-x  
 
Proposal of A. Kagan, J. Kamenik, G. Perez, S. Stone 1103.3747

fq(x,Q
2)� fq̄(x,Q

2)

anti-top
top

y

N
LHC

A = (N t �N t̄)/N
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Main contribution - interference of NLO amplitudes!
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1) Include relevant contributions for real+virt. (QCD,QED, weak, …) 
2) At LHCb, one must also include top decay in the prediction! 
(the tops are never fully reconstructed, use lepton direction) 
3) Apply relevant analysis cuts

d�virt
asym = (A(pt, pt̄) +B(pt, pt̄)�A(pt̄, pt)�B(pt̄, pt))

Asymmetry prediction for LHCb - the 1,2,3s
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Main contribution - interference of NLO amplitudes!

A =
↵3
s�

s(1)
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e/w�
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s + · · ·

,
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a
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+
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s

+ · · · .

�s(0)
s
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a

= symmetric LO cross section (coupling stripped)

= asymmetric NLO cross section (coupling stripped)

arXiv:hep-ph/9802268, arXiv:hep-ph/9807420, arXiv:1109.6830, J.H.Kuhn, G. Rodrigo 

arXiv:1107.2606, W. Hollik and D. Pagani, 

arXiv:1205.6580, W. Bernreuther and Z.-G. Si 

arXiv:1302.6995, B. Grinstein, C. W. Murphy 

arXiv:1409.8631, RG

Asymmetry prediction for LHCb - the 1,2,3s

http://arxiv.org/abs/1409.8631
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Main contribution - interference of NLO amplitudes!
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where σs(0)
s is the symmetric coupling stripped Born cross

section. In the second line, only the O(α3
s) and O(α2

sαe)
contributions to the numerator have been kept — these
terms have been previously shown to be largest [16–18].
The contribution from the charge asymmetry to the vari-
ables considered at LHCb are computed at this order.
It should also be noted that the leptonic final states
which will be considered never involve fully reconstruct-
ing a top-quark, and consequently the charge asymmetry
is accessed only indirectly by studying the angular dis-
tributions of leptonic top-quark decays. It is therefore
necessary to include the decay of the top-quark in the
fixed-order predictions.

The O(α3
s) contribution to the numerator is computed

with an adapted version of MCFM [19] which separates the
individual contributions from the uū, dd̄, ug, and dg sub-
processes. The available calculation also retains the NLO
accuracy in the top-quark decay [20]. The numerical ac-
curacy of the total results are estimated to be O(1%),
which is found by generating 100 statistically indepen-
dent samples and calculating the standard deviation.

The O(α2
sαe) contribution to the numerator is then ob-

tained from the O(α3
s) results by applying a rescaling of

couplings and colour factors. From diagram inspection,
the ratio of the O(α2

sαe) to the O(α3
s) results for qq̄- and

qg-initiated states are

RQED
qq̄ (µ) =

36QqQtαe

5αs
, RQED

qg (µ) =
24QqQtαe

5αs
, (3)

where Qq and Qt are the quark and top-quark elec-
tromagnetic charges. Finally, the dependence on the
choice of PDFs and scales is evaluated in the following
way. The numerator of each asymmetry is computed
with NNPDF2.3 NLO PDFs with αs(m2

Z) = 0.119 [21].

The denominator (α2
sσ

s(0)
s ) is then computed with the

LO 0.119, LO 0.130, and NLO 0.119 NNPDF2.3 PDFs.
A scale uncertainty is evaluated by simultaneously com-
puting the numerator and denominator of each asym-
metry for a specific scale choice µF = µR = µ =
{mt/2,mt, 2mt}. The central value is then found by av-
eraging these three predictions, and a uncertainty is as-
sociated to the total envelope. The top mass is fixed at
mt = 173.25 GeV throughout.

SINGLE-LEPTON ASYMMETRY

The first channel which is considered is the single-
lepton final state. As proposed in [6], it is possible to
partially reconstruct the full tt̄-system within the LHCb
acceptance by considering the final state tt̄ → lbX, in
which a single lepton and b-jet are registered by the de-
tector. A differential charge asymmetry can then be in-
ferred by measuring the rate of l+ to l− tagged events
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FIG. 1. Stacked contributions from signal and background
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where the LHCb kinematic acceptance of 2.0 < η < 4.5
has been included explicitly. Before studying the proper-
ties of this final state, it is necessary to include analysis
cuts to manage the various sources of background.

The main backgrounds are identified as single top,
W+(b)jets, Z+(b)jets, and QCD. In accordance with
LHCb trigger requirements, a minimum pT of 20 GeV is
required for all leptons. It is also necessary to introduce
an isolation criterion ∆R(l± , jet) ≥ R, which ensures the
QCD contamination is negligible [6]. To apply this iso-
lation, jets are clustered with the anti-kt algorithm [22]
with the choice R = 0.5. Events in which two oppositely
charged leptons simultaneously pass these analysis cuts
are vetoed, and are considered in the di-lepton analy-
sis. Throughout the single-lepton analysis, a b-tagging
mis-tag rate of 1.4% is applied to light jets — this is mo-
tivated by internal studies which suggest a mis-tag rate of
1% with an associated efficiency of 70% is achievable [23].
A pT cut of 60 GeV is placed on this b-jet.

The contribution from signal and background to the
symmetric cross section, including the discussed analysis
cuts and efficiencies, is shown in Fig. 1. Note that the
contribution from each process has been stacked. The
background samples are simulated using POWHEG [24–27]
with the central CT10w PDF set [28] and then subse-
quently matched to Pythia8176 [29] — the only excep-
tion is Z + bjets where the matrix element is produced
using MadGraph5 [30] with cteq6ll. In the case of single
top, only the t-channel process is considered, and an un-
certainty is associated to the difference between 4- and 5-
flavour scheme predictions. The 4-flavour inclusive cross
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where σs(0)
s is the symmetric coupling stripped Born cross

section. In the second line, only the O(α3
s) and O(α2

sαe)
contributions to the numerator have been kept — these
terms have been previously shown to be largest [16–18].
The contribution from the charge asymmetry to the vari-
ables considered at LHCb are computed at this order.
It should also be noted that the leptonic final states
which will be considered never involve fully reconstruct-
ing a top-quark, and consequently the charge asymmetry
is accessed only indirectly by studying the angular dis-
tributions of leptonic top-quark decays. It is therefore
necessary to include the decay of the top-quark in the
fixed-order predictions.

The O(α3
s) contribution to the numerator is computed

with an adapted version of MCFM [19] which separates the
individual contributions from the uū, dd̄, ug, and dg sub-
processes. The available calculation also retains the NLO
accuracy in the top-quark decay [20]. The numerical ac-
curacy of the total results are estimated to be O(1%),
which is found by generating 100 statistically indepen-
dent samples and calculating the standard deviation.

The O(α2
sαe) contribution to the numerator is then ob-

tained from the O(α3
s) results by applying a rescaling of

couplings and colour factors. From diagram inspection,
the ratio of the O(α2

sαe) to the O(α3
s) results for qq̄- and

qg-initiated states are

RQED
qq̄ (µ) =

36QqQtαe

5αs
, RQED

qg (µ) =
24QqQtαe

5αs
, (3)

where Qq and Qt are the quark and top-quark elec-
tromagnetic charges. Finally, the dependence on the
choice of PDFs and scales is evaluated in the following
way. The numerator of each asymmetry is computed
with NNPDF2.3 NLO PDFs with αs(m2

Z) = 0.119 [21].

The denominator (α2
sσ

s(0)
s ) is then computed with the

LO 0.119, LO 0.130, and NLO 0.119 NNPDF2.3 PDFs.
A scale uncertainty is evaluated by simultaneously com-
puting the numerator and denominator of each asym-
metry for a specific scale choice µF = µR = µ =
{mt/2,mt, 2mt}. The central value is then found by av-
eraging these three predictions, and a uncertainty is as-
sociated to the total envelope. The top mass is fixed at
mt = 173.25 GeV throughout.

SINGLE-LEPTON ASYMMETRY

The first channel which is considered is the single-
lepton final state. As proposed in [6], it is possible to
partially reconstruct the full tt̄-system within the LHCb
acceptance by considering the final state tt̄ → lbX, in
which a single lepton and b-jet are registered by the de-
tector. A differential charge asymmetry can then be in-
ferred by measuring the rate of l+ to l− tagged events
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FIG. 1. Stacked contributions from signal and background
processes to the symmetric cross section in the single-lepton
channel at 14 TeV. Analysis cuts and relevant efficiencies have
been applied to all processes. See text for details.
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)
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where the LHCb kinematic acceptance of 2.0 < η < 4.5
has been included explicitly. Before studying the proper-
ties of this final state, it is necessary to include analysis
cuts to manage the various sources of background.

The main backgrounds are identified as single top,
W+(b)jets, Z+(b)jets, and QCD. In accordance with
LHCb trigger requirements, a minimum pT of 20 GeV is
required for all leptons. It is also necessary to introduce
an isolation criterion ∆R(l± , jet) ≥ R, which ensures the
QCD contamination is negligible [6]. To apply this iso-
lation, jets are clustered with the anti-kt algorithm [22]
with the choice R = 0.5. Events in which two oppositely
charged leptons simultaneously pass these analysis cuts
are vetoed, and are considered in the di-lepton analy-
sis. Throughout the single-lepton analysis, a b-tagging
mis-tag rate of 1.4% is applied to light jets — this is mo-
tivated by internal studies which suggest a mis-tag rate of
1% with an associated efficiency of 70% is achievable [23].
A pT cut of 60 GeV is placed on this b-jet.

The contribution from signal and background to the
symmetric cross section, including the discussed analysis
cuts and efficiencies, is shown in Fig. 1. Note that the
contribution from each process has been stacked. The
background samples are simulated using POWHEG [24–27]
with the central CT10w PDF set [28] and then subse-
quently matched to Pythia8176 [29] — the only excep-
tion is Z + bjets where the matrix element is produced
using MadGraph5 [30] with cteq6ll. In the case of single
top, only the t-channel process is considered, and an un-
certainty is associated to the difference between 4- and 5-
flavour scheme predictions. The 4-flavour inclusive cross
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where σs(0)
s is the symmetric coupling stripped Born cross

section. In the second line, only the O(α3
s) and O(α2

sαe)
contributions to the numerator have been kept — these
terms have been previously shown to be largest [16–18].
The contribution from the charge asymmetry to the vari-
ables considered at LHCb are computed at this order.
It should also be noted that the leptonic final states
which will be considered never involve fully reconstruct-
ing a top-quark, and consequently the charge asymmetry
is accessed only indirectly by studying the angular dis-
tributions of leptonic top-quark decays. It is therefore
necessary to include the decay of the top-quark in the
fixed-order predictions.

The O(α3
s) contribution to the numerator is computed

with an adapted version of MCFM [19] which separates the
individual contributions from the uū, dd̄, ug, and dg sub-
processes. The available calculation also retains the NLO
accuracy in the top-quark decay [20]. The numerical ac-
curacy of the total results are estimated to be O(1%),
which is found by generating 100 statistically indepen-
dent samples and calculating the standard deviation.

The O(α2
sαe) contribution to the numerator is then ob-

tained from the O(α3
s) results by applying a rescaling of

couplings and colour factors. From diagram inspection,
the ratio of the O(α2

sαe) to the O(α3
s) results for qq̄- and

qg-initiated states are

RQED
qq̄ (µ) =

36QqQtαe

5αs
, RQED

qg (µ) =
24QqQtαe

5αs
, (3)

where Qq and Qt are the quark and top-quark elec-
tromagnetic charges. Finally, the dependence on the
choice of PDFs and scales is evaluated in the following
way. The numerator of each asymmetry is computed
with NNPDF2.3 NLO PDFs with αs(m2

Z) = 0.119 [21].

The denominator (α2
sσ

s(0)
s ) is then computed with the

LO 0.119, LO 0.130, and NLO 0.119 NNPDF2.3 PDFs.
A scale uncertainty is evaluated by simultaneously com-
puting the numerator and denominator of each asym-
metry for a specific scale choice µF = µR = µ =
{mt/2,mt, 2mt}. The central value is then found by av-
eraging these three predictions, and a uncertainty is as-
sociated to the total envelope. The top mass is fixed at
mt = 173.25 GeV throughout.

SINGLE-LEPTON ASYMMETRY

The first channel which is considered is the single-
lepton final state. As proposed in [6], it is possible to
partially reconstruct the full tt̄-system within the LHCb
acceptance by considering the final state tt̄ → lbX, in
which a single lepton and b-jet are registered by the de-
tector. A differential charge asymmetry can then be in-
ferred by measuring the rate of l+ to l− tagged events
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FIG. 1. Stacked contributions from signal and background
processes to the symmetric cross section in the single-lepton
channel at 14 TeV. Analysis cuts and relevant efficiencies have
been applied to all processes. See text for details.
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)
, (4)

where the LHCb kinematic acceptance of 2.0 < η < 4.5
has been included explicitly. Before studying the proper-
ties of this final state, it is necessary to include analysis
cuts to manage the various sources of background.

The main backgrounds are identified as single top,
W+(b)jets, Z+(b)jets, and QCD. In accordance with
LHCb trigger requirements, a minimum pT of 20 GeV is
required for all leptons. It is also necessary to introduce
an isolation criterion ∆R(l± , jet) ≥ R, which ensures the
QCD contamination is negligible [6]. To apply this iso-
lation, jets are clustered with the anti-kt algorithm [22]
with the choice R = 0.5. Events in which two oppositely
charged leptons simultaneously pass these analysis cuts
are vetoed, and are considered in the di-lepton analy-
sis. Throughout the single-lepton analysis, a b-tagging
mis-tag rate of 1.4% is applied to light jets — this is mo-
tivated by internal studies which suggest a mis-tag rate of
1% with an associated efficiency of 70% is achievable [23].
A pT cut of 60 GeV is placed on this b-jet.

The contribution from signal and background to the
symmetric cross section, including the discussed analysis
cuts and efficiencies, is shown in Fig. 1. Note that the
contribution from each process has been stacked. The
background samples are simulated using POWHEG [24–27]
with the central CT10w PDF set [28] and then subse-
quently matched to Pythia8176 [29] — the only excep-
tion is Z + bjets where the matrix element is produced
using MadGraph5 [30] with cteq6ll. In the case of single
top, only the t-channel process is considered, and an un-
certainty is associated to the difference between 4- and 5-
flavour scheme predictions. The 4-flavour inclusive cross
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where σs(0)
s is the symmetric coupling stripped Born cross

section. In the second line, only the O(α3
s) and O(α2

sαe)
contributions to the numerator have been kept — these
terms have been previously shown to be largest [16–18].
The contribution from the charge asymmetry to the vari-
ables considered at LHCb are computed at this order.
It should also be noted that the leptonic final states
which will be considered never involve fully reconstruct-
ing a top-quark, and consequently the charge asymmetry
is accessed only indirectly by studying the angular dis-
tributions of leptonic top-quark decays. It is therefore
necessary to include the decay of the top-quark in the
fixed-order predictions.

The O(α3
s) contribution to the numerator is computed

with an adapted version of MCFM [19] which separates the
individual contributions from the uū, dd̄, ug, and dg sub-
processes. The available calculation also retains the NLO
accuracy in the top-quark decay [20]. The numerical ac-
curacy of the total results are estimated to be O(1%),
which is found by generating 100 statistically indepen-
dent samples and calculating the standard deviation.

The O(α2
sαe) contribution to the numerator is then ob-

tained from the O(α3
s) results by applying a rescaling of

couplings and colour factors. From diagram inspection,
the ratio of the O(α2

sαe) to the O(α3
s) results for qq̄- and

qg-initiated states are

RQED
qq̄ (µ) =

36QqQtαe

5αs
, RQED

qg (µ) =
24QqQtαe

5αs
, (3)

where Qq and Qt are the quark and top-quark elec-
tromagnetic charges. Finally, the dependence on the
choice of PDFs and scales is evaluated in the following
way. The numerator of each asymmetry is computed
with NNPDF2.3 NLO PDFs with αs(m2

Z) = 0.119 [21].

The denominator (α2
sσ

s(0)
s ) is then computed with the

LO 0.119, LO 0.130, and NLO 0.119 NNPDF2.3 PDFs.
A scale uncertainty is evaluated by simultaneously com-
puting the numerator and denominator of each asym-
metry for a specific scale choice µF = µR = µ =
{mt/2,mt, 2mt}. The central value is then found by av-
eraging these three predictions, and a uncertainty is as-
sociated to the total envelope. The top mass is fixed at
mt = 173.25 GeV throughout.

SINGLE-LEPTON ASYMMETRY

The first channel which is considered is the single-
lepton final state. As proposed in [6], it is possible to
partially reconstruct the full tt̄-system within the LHCb
acceptance by considering the final state tt̄ → lbX, in
which a single lepton and b-jet are registered by the de-
tector. A differential charge asymmetry can then be in-
ferred by measuring the rate of l+ to l− tagged events
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FIG. 1. Stacked contributions from signal and background
processes to the symmetric cross section in the single-lepton
channel at 14 TeV. Analysis cuts and relevant efficiencies have
been applied to all processes. See text for details.
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dσl+b/dηl − dσl−b/dηl
dσl+b/dηl + dσl−b/dηl

)
, (4)

where the LHCb kinematic acceptance of 2.0 < η < 4.5
has been included explicitly. Before studying the proper-
ties of this final state, it is necessary to include analysis
cuts to manage the various sources of background.

The main backgrounds are identified as single top,
W+(b)jets, Z+(b)jets, and QCD. In accordance with
LHCb trigger requirements, a minimum pT of 20 GeV is
required for all leptons. It is also necessary to introduce
an isolation criterion ∆R(l± , jet) ≥ R, which ensures the
QCD contamination is negligible [6]. To apply this iso-
lation, jets are clustered with the anti-kt algorithm [22]
with the choice R = 0.5. Events in which two oppositely
charged leptons simultaneously pass these analysis cuts
are vetoed, and are considered in the di-lepton analy-
sis. Throughout the single-lepton analysis, a b-tagging
mis-tag rate of 1.4% is applied to light jets — this is mo-
tivated by internal studies which suggest a mis-tag rate of
1% with an associated efficiency of 70% is achievable [23].
A pT cut of 60 GeV is placed on this b-jet.

The contribution from signal and background to the
symmetric cross section, including the discussed analysis
cuts and efficiencies, is shown in Fig. 1. Note that the
contribution from each process has been stacked. The
background samples are simulated using POWHEG [24–27]
with the central CT10w PDF set [28] and then subse-
quently matched to Pythia8176 [29] — the only excep-
tion is Z + bjets where the matrix element is produced
using MadGraph5 [30] with cteq6ll. In the case of single
top, only the t-channel process is considered, and an un-
certainty is associated to the difference between 4- and 5-
flavour scheme predictions. The 4-flavour inclusive cross
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• Systematics (exp. and theory) are a big task 
 
Top Quark LHC WG - next meeting 12-13th Jan’ 2015 
https://indico.cern.ch/event/340357/ 

 Important to initiate exp. <-> theory dialogue for tops! 
 

• Also, please submit data to the HepData project! 
 
http://hepdata.cedar.ac.uk 

https://indico.cern.ch/event/340357/
http://hepdata.cedar.ac.uk
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Thank you for your attention!
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Single-lepton backups
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FIG. 1. Stacked contributions from signal and background
processes to the symmetric cross section in the single-lepton
channel at 14 TeV. Analysis cuts and relevant efficiencies have
been applied to all processes. See text for details.

previous work [1].
The contributions to the inclusive asymmetry, with the

discussed analysis cuts applied, from the various tt̄ sub-
processes are provided. The prediction for the numerator
at various scale choices is provided in Table I, while the
corresponding denominator and asymmetry predictions
are provided in Table II.

N l (fb) µ = mt/2 µ = mt µ = 2mt

uū 55.62 40.84 31.56

O(α3
s) dd̄ 23.15 16.99 13.05

ug 1.79 1.02 0.65

dg 0.72 0.45 0.26

O(α2
sαe) 9.37 7.65 6.47

≈ O(α2
sαw) 0.35 0.25 0.19

O(α2
e/w) 0.81 0.78 0.77

Total 91.80 67.96 52.95

TABLE I. Signal contribution the numerator of the inclusive
leptonic rate asymmetry at 14 TeV. The analysis cuts dis-
cussed in the text have been applied.
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FIG. 2. Differential leptonic rate asymmetry as a function of
lepton pseudorapidity at 14 TeV. The choice of analysis cuts,
and PDFs used for the computation of the numerator and
denominator are highlighted.

Dl (fb), 14 TeV

PDF µ = mt/2 µ = mt µ = 2mt Al (%)

NLO 119 4626 3512 2742 1.95 (3)

LO 119 6225 4663 3586 1.47 (1)

LO 130 6761 4961 3752 1.38 (3)

TABLE II. Signal contributions to the denominator and lep-
tonic rate asymmetry at 14 TeV. The analysis cuts and effi-
ciencies discussed in the text have been applied.

The differential leptonic rate asymmetry is presented
as function of lepton pseudorapidity in Fig. 2. The
dependence of the resultant asymmetry on the choice
of PDFs used for the computation of the denominator
has also been highlighted. Although the symmetric and
asymmetric cross section individually exhibit large scale
dependence, this approximately cancels in the asymme-
try. The dependence on the choice of PDFs is however
significant — a consequence of the behaviour of the gluon
PDF at large-x which results in an uncertainty of approx-
imately 30%. This uncertainty would be reduced with the
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FIG. 1. Stacked contributions from signal and background
processes to the symmetric cross section in the single-lepton
channel at 14 TeV. Analysis cuts and relevant efficiencies have
been applied to all processes. See text for details.

previous work [1].
The contributions to the inclusive asymmetry, with the

discussed analysis cuts applied, from the various tt̄ sub-
processes are provided. The prediction for the numerator
at various scale choices is provided in Table I, while the
corresponding denominator and asymmetry predictions
are provided in Table II.

N l (fb) µ = mt/2 µ = mt µ = 2mt

uū 55.62 40.84 31.56

O(α3
s) dd̄ 23.15 16.99 13.05

ug 1.79 1.02 0.65

dg 0.72 0.45 0.26

O(α2
sαe) 9.37 7.65 6.47

≈ O(α2
sαw) 0.35 0.25 0.19

O(α2
e/w) 0.81 0.78 0.77

Total 91.80 67.96 52.95

TABLE I. Signal contribution the numerator of the inclusive
leptonic rate asymmetry at 14 TeV. The analysis cuts dis-
cussed in the text have been applied.
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FIG. 2. Differential leptonic rate asymmetry as a function of
lepton pseudorapidity at 14 TeV. The choice of analysis cuts,
and PDFs used for the computation of the numerator and
denominator are highlighted.

Dl (fb), 14 TeV

PDF µ = mt/2 µ = mt µ = 2mt Al (%)

NLO 119 4626 3512 2742 1.95 (3)

LO 119 6225 4663 3586 1.47 (1)

LO 130 6761 4961 3752 1.38 (3)

TABLE II. Signal contributions to the denominator and lep-
tonic rate asymmetry at 14 TeV. The analysis cuts and effi-
ciencies discussed in the text have been applied.

The differential leptonic rate asymmetry is presented
as function of lepton pseudorapidity in Fig. 2. The
dependence of the resultant asymmetry on the choice
of PDFs used for the computation of the denominator
has also been highlighted. Although the symmetric and
asymmetric cross section individually exhibit large scale
dependence, this approximately cancels in the asymme-
try. The dependence on the choice of PDFs is however
significant — a consequence of the behaviour of the gluon
PDF at large-x which results in an uncertainty of approx-
imately 30%. This uncertainty would be reduced with the
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where σs(0)
s is the symmetric coupling stripped Born cross

section. In the second line, only the O(α3
s) and O(α2

sαe)
contributions to the numerator have been kept — these
terms have been previously shown to be largest [16–18].
The contribution from the charge asymmetry to the vari-
ables considered at LHCb are computed at this order.
It should also be noted that the leptonic final states
which will be considered never involve fully reconstruct-
ing a top-quark, and consequently the charge asymmetry
is accessed only indirectly by studying the angular dis-
tributions of leptonic top-quark decays. It is therefore
necessary to include the decay of the top-quark in the
fixed-order predictions.

The O(α3
s) contribution to the numerator is computed

with an adapted version of MCFM [19] which separates the
individual contributions from the uū, dd̄, ug, and dg sub-
processes. The available calculation also retains the NLO
accuracy in the top-quark decay [20]. The numerical ac-
curacy of the total results are estimated to be O(1%),
which is found by generating 100 statistically indepen-
dent samples and calculating the standard deviation.

The O(α2
sαe) contribution to the numerator is then ob-

tained from the O(α3
s) results by applying a rescaling of

couplings and colour factors. From diagram inspection,
the ratio of the O(α2

sαe) to the O(α3
s) results for qq̄- and

qg-initiated states are

RQED
qq̄ (µ) =

36QqQtαe

5αs
, RQED

qg (µ) =
24QqQtαe

5αs
, (3)

where Qq and Qt are the quark and top-quark elec-
tromagnetic charges. Finally, the dependence on the
choice of PDFs and scales is evaluated in the following
way. The numerator of each asymmetry is computed
with NNPDF2.3 NLO PDFs with αs(m2

Z) = 0.119 [21].

The denominator (α2
sσ

s(0)
s ) is then computed with the

LO 0.119, LO 0.130, and NLO 0.119 NNPDF2.3 PDFs.
A scale uncertainty is evaluated by simultaneously com-
puting the numerator and denominator of each asym-
metry for a specific scale choice µF = µR = µ =
{mt/2,mt, 2mt}. The central value is then found by av-
eraging these three predictions, and a uncertainty is as-
sociated to the total envelope. The top mass is fixed at
mt = 173.25 GeV throughout.

SINGLE-LEPTON ASYMMETRY

The first channel which is considered is the single-
lepton final state. As proposed in [6], it is possible to
partially reconstruct the full tt̄-system within the LHCb
acceptance by considering the final state tt̄ → lbX, in
which a single lepton and b-jet are registered by the de-
tector. A differential charge asymmetry can then be in-
ferred by measuring the rate of l+ to l− tagged events
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FIG. 1. Stacked contributions from signal and background
processes to the symmetric cross section in the single-lepton
channel at 14 TeV. Analysis cuts and relevant efficiencies have
been applied to all processes. See text for details.

as

Al =

∫ 4.5

2.0
dηl

(
dσl+b/dηl − dσl−b/dηl
dσl+b/dηl + dσl−b/dηl

)
, (4)

where the LHCb kinematic acceptance of 2.0 < η < 4.5
has been included explicitly. Before studying the proper-
ties of this final state, it is necessary to include analysis
cuts to manage the various sources of background.

The main backgrounds are identified as single top,
W+(b)jets, Z+(b)jets, and QCD. In accordance with
LHCb trigger requirements, a minimum pT of 20 GeV is
required for all leptons. It is also necessary to introduce
an isolation criterion ∆R(l± , jet) ≥ R, which ensures the
QCD contamination is negligible [6]. To apply this iso-
lation, jets are clustered with the anti-kt algorithm [22]
with the choice R = 0.5. Events in which two oppositely
charged leptons simultaneously pass these analysis cuts
are vetoed, and are considered in the di-lepton analy-
sis. Throughout the single-lepton analysis, a b-tagging
mis-tag rate of 1.4% is applied to light jets — this is mo-
tivated by internal studies which suggest a mis-tag rate of
1% with an associated efficiency of 70% is achievable [23].
A pT cut of 60 GeV is placed on this b-jet.

The contribution from signal and background to the
symmetric cross section, including the discussed analysis
cuts and efficiencies, is shown in Fig. 1. Note that the
contribution from each process has been stacked. The
background samples are simulated using POWHEG [24–27]
with the central CT10w PDF set [28] and then subse-
quently matched to Pythia8176 [29] — the only excep-
tion is Z + bjets where the matrix element is produced
using MadGraph5 [30] with cteq6ll. In the case of single
top, only the t-channel process is considered, and an un-
certainty is associated to the difference between 4- and 5-
flavour scheme predictions. The 4-flavour inclusive cross
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FIG. 3. Stacked signal and background contributions to the
numerator of the total leptonic rate asymmetry at 14 TeV.

DI-LEPTON ASYMMETRY

The second channel which is considered is the di-lepton
final state. In this case, the full tt̄-system is partially
reconstructed by considering the final state tt̄ → µebX,
where it is possible to measure the rapidity difference
of reconstructed leptons on an event-by-event basis. A
differential charge asymmetry can then be inferred by
measuring a forward-backward asymmetry as

All
fb =

∫
d∆y

(
dσµeb(∆y > 0)− dσµeb(∆y < 0)

)
/d∆y

dσµeb/d∆y
,

(5)
where ∆y = yl+−yl− . The choice of opposite flavour lep-
tons is required to remove, the otherwise overwhelming,
Z background processes. With this requirement in place,
the main backgrounds are identified as Z → ττ , WW ,
WZ, tW , and QCD. In a similar fashion to the single-
lepton analysis, leptons are required to be isolated, and
to have a minimum pT of 20 GeV. In this analysis, a pT
cut of 20 GeV is also placed on the b-jet, and a looser
b-tagging mis-tag rate of 5% is assumed.
The contribution from signal and background to the

symmetric cross section is shown in Fig. 4. The back-
ground samples are simulated using POWHEG [32, 33]
with the central CT10w PDF set, and then subsequently
matched to Pythia8176. The QCD background, which is
expected to arise from multi-jet production, is not con-
sidered in this study. It is possible to account for this
background experimentally by measuring the event rate
and kinematic distributions of same sign µ and e leptons.
Internal studies with the 8 TeV data at LHCb indicate
that, after isolation and impact parameter cuts, the QCD
contribution is expected to be below 10% of the tt̄ sig-
nal [34].
The background contributions in this channel are neg-

ligible. The contribution to the numerator of the inclu-
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FIG. 4. Stacked contributions from signal and background
processes to the symmetric cross section in the di-lepton chan-
nel at 14 TeV. Analysis cuts and relevant efficiencies have been
applied to all processes. See text for details.

sive leptonic forward-backward asymmetry, with analysis
cuts applied, is provided in Table III.

N ll
fb (fb) µ = mt/2 µ = mt µ = 2mt

uū 0.889 0.659 0.490

O(α3
s) dd̄ 0.319 0.232 0.176

ug 0.095 0.070 0.045

dg 0.031 0.021 0.013

O(α2
sαe) Total 0.163 0.134 0.107

Total 1.498 1.116 0.832

TABLE III. Signal contribution to the numerator of the in-
clusive leptonic forward-backward asymmetry at 14 TeV. The
analysis cuts discussed in the text have been applied.

The corresponding signal contribution to the denomi-
nator, which is computed with various PDFs, is provided
in Table IV. The resultant asymmetry (with scale enve-
lope) for each PDF set is also included.

Dll
fb (fb), 14 TeV

PDF µ = mt/2 µ = mt µ = 2mt All
fb (%)

NLO 119 110.4 85.0 67.4 1.30 (7)

LO 119 160.7 120.7 93.3 0.91 (2)

LO 130 176.6 130.0 98.8 0.85 (1)

TABLE IV. Signal contribution to the denominator and the
resultant leptonic forward-backward asymmetry at 14 TeV.
The analysis cuts and efficiencies discussed in the text have
been applied.

Finally, the differential leptonic forward-backward
asymmetry is presented as function of lepton pseudora-
pidity in Fig. 5. The dependence of the resultant asym-
metry on the choice of PDFs used for the computation
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FIG. 4. Stacked contributions from signal and background
processes to the symmetric cross section in the di-lepton chan-
nel at 14 TeV. Analysis cuts and relevant efficiencies have been
applied to all processes. See text for details.

N ll
fb (fb) µ = mt/2 µ = mt µ = 2mt

uū 0.977 0.709 0.536

O(α3
s) dd̄ 0.344 0.239 0.181

ug 0.095 0.070 0.045

dg 0.031 0.021 0.013

O(α2
sαe) 0.179 0.146 0.120

≈ O(α2
sαw) 0.009 0.007 0.006

O(α2
e/w) 0.006 0.005 0.005

Total 1.642 1.198 0.907

TABLE III. Signal contribution to the numerator of the in-
clusive leptonic forward-backward asymmetry at 14 TeV. The
analysis cuts discussed in the text have been applied.

The statistical significance of a measurement in this chan-
nel is also estimated applying the procedure adopted in
the single-lepton analysis. Under the same assumptions,
except a slightly looser b-tagging efficiency of 90%, leads
to δAstat. ≈ 1.9%, which slightly exceeds the correspond-
ing prediction of All

fb = 1.41%.

Dll
fb (fb), 14 TeV

PDF µ = mt/2 µ = mt µ = 2mt All
fb (%)

NLO 119 110.4 85.0 67.4 1.41 (8)

LO 119 160.7 120.7 93.3 0.99 (3)

LO 130 176.6 130.0 98.8 0.92 (1)

TABLE IV. Signal contribution to the denominator and lep-
tonic forward-backward asymmetry at 14 TeV. The analysis
cuts and efficiencies discussed in the text have been applied.
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FIG. 5. Differential leptonic forward-backward asymmetry as
a function of absolute lepton rapidity difference at 14 TeV.
The choice of analysis cuts, and PDFs used for the computa-
tion of the numerator and denominator are highlighted.

CONCLUSIONS

Leptonic top quark asymmetry measurements at
LHCb with the full data at 14 TeV are statistically fea-
sible. A Measurement in the single-lepton channel is
particularly promising, but will require careful experi-
mental consideration of backgrounds. In the di-lepton
channel, background rates are extremely low which al-
lows for clean differential cross section measurements to
be performed. Although statistically limited, asymmetry
measurements in this channel should also be pursued.
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FIG. 4. Stacked contributions from signal and background
processes to the symmetric cross section in the di-lepton chan-
nel at 14 TeV. Analysis cuts and relevant efficiencies have been
applied to all processes. See text for details.

N ll
fb (fb) µ = mt/2 µ = mt µ = 2mt

uū 0.977 0.709 0.536

O(α3
s) dd̄ 0.344 0.239 0.181

ug 0.095 0.070 0.045

dg 0.031 0.021 0.013

O(α2
sαe) 0.179 0.146 0.120

≈ O(α2
sαw) 0.009 0.007 0.006

O(α2
e/w) 0.006 0.005 0.005

Total 1.642 1.198 0.907

TABLE III. Signal contribution to the numerator of the in-
clusive leptonic forward-backward asymmetry at 14 TeV. The
analysis cuts discussed in the text have been applied.

The statistical significance of a measurement in this chan-
nel is also estimated applying the procedure adopted in
the single-lepton analysis. Under the same assumptions,
except a slightly looser b-tagging efficiency of 90%, leads
to δAstat. ≈ 1.9%, which slightly exceeds the correspond-
ing prediction of All

fb = 1.41%.

Dll
fb (fb), 14 TeV

PDF µ = mt/2 µ = mt µ = 2mt All
fb (%)

NLO 119 110.4 85.0 67.4 1.41 (8)

LO 119 160.7 120.7 93.3 0.99 (3)

LO 130 176.6 130.0 98.8 0.92 (1)

TABLE IV. Signal contribution to the denominator and lep-
tonic forward-backward asymmetry at 14 TeV. The analysis
cuts and efficiencies discussed in the text have been applied.
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FIG. 5. Differential leptonic forward-backward asymmetry as
a function of absolute lepton rapidity difference at 14 TeV.
The choice of analysis cuts, and PDFs used for the computa-
tion of the numerator and denominator are highlighted.

CONCLUSIONS

Leptonic top quark asymmetry measurements at
LHCb with the full data at 14 TeV are statistically fea-
sible. A Measurement in the single-lepton channel is
particularly promising, but will require careful experi-
mental consideration of backgrounds. In the di-lepton
channel, background rates are extremely low which al-
lows for clean differential cross section measurements to
be performed. Although statistically limited, asymmetry
measurements in this channel should also be pursued.
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At the Tevatron

Leptonic top-quark asymmetry predictions at LHCb

Rhorry Gaulda
a Department of Physics, University of Oxford, OX1 3PN Oxford, United Kingdom

(Dated: August 8, 2014)

The forward LHCb acceptance offers the possibility of measuring the top-quark pair charge asym-
metry in a kinematic region that does not receive overwhelming dilution from the symmetric gluon-
fusion channel. To investigate this possibility, two leptonic final states are identified, and analysis
strategies are proposed for each channel with 14 TeV data. Fixed-order predictions, including O(α3

s)
and O(α2

sαe) contributions, are then provided for the relevant leptonic asymmetry variables in each
channel. A naive statistical analysis suggests that a non-zero asymmetry is observable beyond 3σ
confidence level with the full LHCb 14 TeV data.

INTRODUCTION

Top-quark production has so far not been observed at
very high pseudorapidities. As the LHCb detector is in-
strumented in this region of phase space, it is important
to investigate the feasibility of measuring the properties
of top-quark production with available and future LHCb
data.
At the LHC, top-quarks are predominantly pair pro-

duced via the strong interactions. This production chan-
nel is therefore statistically the most promising for per-
forming precision measurements in an extreme kinematic
region. Besides the statistical benefits, measurements of
forwardly produced top-quark pairs are also well moti-
vated, as they provide sensitivity to partons within the
colliding protons with both low- and high-x momentum
fractions. Performing cross section measurements of the
pair production mechanism within the LHCb acceptance
is therefore important for constraining parton distribu-
tion functions (PDFs). In particular, as the gluon-fusion
(gg) subprocess provides the dominant contribution to
the cross section, it will be possible to improve the cur-
rent constraints on the gluon PDF [1]. Another inter-
esting consequence of this kinematic sensitivity is that
the relative contribution of quark-initiated subprocesses
increases for forwardly produced top-quark pairs — a
consequence of the relative decline of the gluon with re-
spect to the valence quark PDF at high-x. Within the
Standard Model (SM), a charge asymmetry exists in the
production of top-quarks pairs [2–5], which results in an
asymmetry in the angular distribution of top and antitop-
quarks. This asymmetry arises at next-to-leading order
(NLO) due to the structure of interfering amplitudes in
subprocesses of the form qX → tt̄Y , which are asymmet-
ric under interchange of top and antitop-quarks in the
final state. As pointed out in [6], this suggests that mea-
surements at LHCb may be particularly sensitive to this
asymmetry as the relative contribution of quark-initiated
subprocesses is enhanced in the forward region.
Measurements of the charge asymmetry in the forward

region are also experimentally well motivated, as both
the CDF [7, 8] and D0 [9–11] experiments at the Teva-
tron observe asymmetries larger than the corresponding

predictions in the SM. Although the overall tension is
rather small, there is some indication that this discrep-
ancy increases for very forwardly (backwardly) produced
(anti)top-quarks. It is also important to note that charge
asymmetry measurements have been already been per-
formed at the LHC [12–15]. However, these results have
so far been inconclusive in confirming or refuting the be-
haviour observed at the Tevatron. Although performed
with higher statistics, charge asymmetry measurements
in the central region at the LHC will remain challenging
as the observable asymmetric cross section is substan-
tially diluted by the symmetric gg channel.

To investigate the feasibility of charge asymmetry mea-
surements at LHCb, an analysis strategy is proposed for
both single- and di-lepton final states. In each case, a
set of analysis cuts are selected after considering back-
ground rates, and fixed-order predictions are provided
for the charge asymmetry at the leptonic level.

CHARGE ASYMMETRY

Before studying specific leptonic final states, the struc-
ture of charge asymmetry prediction is considered. The
contribution to (a)symmetric cross section is

σ(a)s =
1

2

∫ 1

0
d cos θ

(
dσpp→tt̄X

d cos θ
+
(−)

dσpp→t̄tX

d cos θ

)
, (1)

where θ corresponds to the scattering angle between in
incoming quark and outgoing top-quark. It follows that
the asymmetry can be evaluated by dividing by the sym-
metric cross section. As the charge asymmetry arises due
to the structure of interfering amplitudes, the theoretical
prediction is cast in terms of a Taylor series expansion
in powers of the strong (αs) and QED/weak (αe/w) cou-
plings in the following way

Ac =
α3
sσ

s(1)
a + α2

sαeσ
e(1)
a + α2

sαwσ
w(1)
a + · · ·

α2
sσ

s(0)
s + α3

sσ
s(1)
s + · · ·

,

= αs
σs(1)
a

σs(0)
s

+ αe
σe(1)
a

σs(0)
s

+ · · · ,

(2)

3.3 Top quark production 83

the differential cross section obtained from the squared amplitudes are related by

dσleft(p3, p4) = −dσright(p4, p3) , (3.60)

which interchanges top quark momentum. It follows that the contribution to the charge

asymmetry is therefore given by

σs(1)
a =

1

2

∫ 1

0

d cos θ

((
Cleft

dσleft(p3, p4)

d cos θ
+ Cright

dσright(p3, p4)

d cos θ

)

−
(
Cleft

dσleft(p4, p3)

d cos θ
+ Cright

dσright(p4, p3)

d cos θ

))
,

(3.61)

which can be rearranged using (3.60) to give

σs(1)
a =

d2ABC

16N2

∫ 1

0

d cos θ

(
dσright(p3, p4)

d cos θ
− dσright(p4, p3)

d cos θ

)
. (3.62)

It follows that the contribution to Ac is

Avirt
c =

αs

σs(0)

d2ABC

16N2

∫ 1

0

d cos θ

(
dσleft(p3, p4)

d cos θ
+

dσright(p3, p4)

d cos θ

)
. (3.63)

The differential cross section, stripped of colour factors and couplings, is equivalent to

the original QED computation [140], which was later updated to include massive fermions

in [141]. The QCD asymmetry can therefore be obtained from the QED result after making

the following replacements for the asymmetric NLO and symmetric LO cross sections

α3
eQ

3
qQ

3
t → α3

s

d2ABC

16N2
, α2

eQ
2
qQ

2
t → α2

s

CF

2N
. (3.64)

The final result for the QCD asymmetry is then found by making the following replacement

to the QED asymmetry

αeQqQt → αs
5

12
. (3.65)

The contributions from mixed QED/weak corrections can be calculated in the same way.

The mixed QED correction to the asymmetry can be found from the full QED result through
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Theoretical systematics for ttbar at LHCb
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strong coupling
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Order PDF σ(pb) δscale (pb) δPDF (pb) δαs (pb) δmt (pb) δtotal (pb)

NNLO∗(inc.) 832.0 +18.7
−27.4

(+2.2%)
(−3.3%)

+25.1
−25.1

(+3.0%)
(−3.0%)

+0.0
−0.0

(+0.0%)
(−0.0%)

+34.9
−33.7

(+4.2%)
(−4.1%)

+61.7
−69.7

(+7.4%)
(−8.4%)

NLO(inc.) ABM 771.9 +91.0
−92.4

(+11.8%)
(−12.0%)

+9.4
−9.4

(+1.2%)
(−1.2%)

+0.0
−0.0

(+0.0%)
(−0.0%)

+32.3
−31.9

(+4.2%)
(−4.1%)

+124.7
−125.7

(+16.1%)
(−16.3%)

NLO(LHCb) 117.2 +14.5
−14.1

(+12.3%)
(−12.0%)

+2.0
−2.0

(+1.7%)
(−1.7%)

+0.0
−0.0

(+0.0%)
(−0.0%)

+5.2
−5.1

(+4.4%)
(−4.3%)

+20.0
−19.5

(+17.1%)
(−16.7%)

NNLO∗(inc.) 952.8 +23.3
−34.5

(+2.4%)
(−3.6%)

+22.4
−19.9

(+2.3%)
(−2.1%)

+14.0
−14.0

(+1.5%)
(−1.5%)

+39.2
−37.8

(+4.1%)
(−4.0%)

+70.6
−79.5

(+7.4%)
(−8.3%)

NLO(inc.) CT10 832.6 +97.0
−96.7

(+11.7%)
(−11.6%)

+19.6
−20.2

(+2.4%)
(−2.4%)

+9.2
−9.2

(+1.1%)
(−1.1%)

+34.0
−33.3

(+4.1%)
(−4.0%)

+137.4
−136.6

(+16.5%)
(−16.4%)

NLO(LHCb) 137.0 +16.7
−16.4

(+12.2%)
(−12.0%)

+5.0
−4.6

(+3.6%)
(−3.4%)

+1.8
−1.8

(+1.3%)
(−1.3%)

+5.9
−5.8

(+4.3%)
(−4.2%)

+24.7
−24.0

(+18.0%)
(−17.5%)

NNLO∗(inc.) 970.5 +22.1
−22.0

(+2.3%)
(−2.3%)

+15.7
−25.7

(+1.6%)
(−2.6%)

+12.8
−12.8

(+1.3%)
(−1.3%)

+39.6
−38.4

(+4.1%)
(−4.0%)

+66.6
−70.0

(+6.9%)
(−7.2%)

NLO(inc.) HERA 804.2 +91.9
−87.6

(+11.4%)
(−10.9%)

+16.1
−21.9

(+2.0%)
(−2.7%)

+5.3
−5.3

(+0.7%)
(−0.7%)

+33.4
−32.4

(+4.1%)
(−4.0%)

+129.3
−127.1

(+16.1%)
(−15.8%)

NLO(LHCb) 124.7 +14.8
−13.7

(+11.8%)
(−11.0%)

+3.0
−3.0

(+2.4%)
(−2.4%)

+1.1
−1.1

(+0.9%)
(−0.9%)

+5.5
−5.3

(+4.4%)
(−4.3%)

+21.1
−19.9

(+16.9%)
(−15.9%)

NNLO∗(inc.) 953.6 +22.7
−33.9

(+2.4%)
(−3.6%)

+16.2
−17.8

(+1.7%)
(−1.9%)

+12.8
−12.8

(+1.3%)
(−1.3%)

+39.1
−37.9

(+4.1%)
(−4.0%)

+66.9
−77.7

(+7.0%)
(−8.1%)

NLO(inc.) MSTW 885.6 +107.2
−105.7

(+12.1%)
(−11.9%)

+16.0
−19.4

(+1.8%)
(−2.2%)

+10.1
−10.1

(+1.1%)
(−1.1%)

+36.2
−35.3

(+4.1%)
(−4.0%)

+148.1
−147.3

(+16.7%)
(−16.6%)

NLO(LHCb) 144.4 +18.6
−17.8

(+12.8%)
(−12.3%)

+3.5
−3.9

(+2.4%)
(−2.7%)

+1.9
−1.9

(+1.3%)
(−1.3%)

+6.2
−6.1

(+4.3%)
(−4.2%)

+25.9
−25.2

(+18.0%)
(−17.5%)

NNLO∗(inc.) 977.5 +23.6
−35.4

(+2.4%)
(−3.6%)

+16.4
−16.4

(+1.7%)
(−1.7%)

+12.2
−12.2

(+1.3%)
(−1.3%)

+40.4
−39.1

(+4.1%)
(−4.0%)

+68.9
−80.0

(+7.0%)
(−8.1%)

NLO(inc.) NNPDF 894.5 +107.6
−101.0

(+12.0%)
(−11.3%)

+12.8
−12.8

(+1.4%)
(−1.4%)

+9.9
−9.9

(+1.1%)
(−1.1%)

+36.6
−35.8

(+4.1%)
(−4.0%)

+147.6
−140.3

(+16.5%)
(−15.7%)

NLO(LHCb) 142.5 +18.1
−16.6

(+12.7%)
(−11.7%)

+3.0
−3.0

(+2.1%)
(−2.1%)

+2.0
−2.0

(+1.4%)
(−1.4%)

+6.2
−6.1

(+4.4%)
(−4.3%)

+25.2
−23.7

(+17.7%)
(−16.6%)

Table 2. Summary of inclusive (inc.) and differential (LHCb) cross-sections at NNLO+NLLL
(NNLO∗) and NLO accuracy and associated theoretical uncertainties at 14 TeV, for PDF sets as
described in the text.
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Figure 6. Summary of cross-section and theoretical uncertainties within the LHCb fiducial region
at

√
s = 7 (left) and 14 TeV (right), plotted with respect to each PDF collaborations preferred

value for αs(MZ). The inner and outer error bars correspond to the scale and total uncertainties
respectively.

which highlights the sensitivity of measurements at LHCb to PDF uncertainties, in partic-

ular to those sets provided by NNPDF and CT10. The results are summarised in Tables 3

and 4 for 7 and 14 TeV respectively.

It is noted that the central value prediction from ABM is substantially lower than the

– 10 –
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Summary of theory systematics (NLO)

PDF δratioscale δratioPDF δratioαs
δratiomt

δratiototal

ABM +1.05
−1.00

+1.11
−1.11

+0.00
−0.00

+1.06
−1.06

+1.05
−1.02

CT10 +1.12
−1.06

+1.56
−1.30

+1.23
−1.23

+1.07
−1.07

+1.19
−1.10

HERA +1.07
−1.01

+1.01
−0.65

+1.25
−1.25

+1.05
−1.06

+1.06
−1.00

MSTW +1.12
−1.06

+1.27
−1.23

+1.13
−1.13

+1.06
−1.08

+1.12
−1.08

NNPDF +1.13
−1.05

+1.34
−1.34

+1.21
−1.21

+1.07
−1.07

+1.13
−1.08

Table 3. Ratio of relative uncertainties at 7 TeV between LHCb/inclusive cross-sections at NLO.

PDF δratioscale δratioPDF δratioαs
δratiomt

δratiototal

ABM +1.05
−1.00

+1.40
−1.40

+0.00
−0.00

+1.05
−1.05

+1.06
−1.02

CT10 +1.05
−1.03

+1.55
−1.40

+1.20
−1.20

+1.06
−1.05

+1.09
−1.07

HERA +1.04
−1.01

+1.19
−0.90

+1.33
−1.33

+1.07
−1.06

+1.05
−1.01

MSTW +1.06
−1.03

+1.35
−1.23

+1.13
−1.13

+1.05
−1.06

+1.07
−1.05

NNPDF +1.05
−1.03

+1.45
−1.45

+1.27
−1.27

+1.07
−1.07

+1.07
−1.06

Table 4. Ratio of relative uncertainties at 14 TeV LHCb/inclusive cross-sections at NLO

other predictions for differential and inclusive NLO, and NNLO results. At NNLO this

can be understood from both a lower value for αs(MZ) and a softer gluon PDF at large-

x [10, 40]. At NLO, even for identical best fit value αs(MZ), the prediction from ABM is

substantially lower than CT10 as shown in Fig. 4. In fact, the discrepancy between the

central value of ABM and the other predictions is enhanced at high rapidity as a result of

the soft large-x gluon PDF. The predictions from different eigenvectors were found to be

very stable, with the exception of members 10 and 13, resulting in small PDF uncertainty.

Although the PDF uncertainty is small, including LHCb tt̄ data in a PDF fit will impact

the central value of the gluon PDF in the large-x region.

At NLO the contribution from the scale variation to the total uncertainty is dominant.

However, given the recent theoretical advances in pair production predictions, it is clear

that a cross-section measurement in the forward region can be used to constrain the gluon

PDF description at high-x. It is expected that the observed large ratio of the relative PDF

uncertainties between inclusive and LHCb measurements is still present at NNLO. This

can be seen by comparing the relative uncertainty on the gluon PDF as function of x for

both CT10 NLO and NNLO sets for δPDF (left) and δαs (right) as shown in Fig. 7. The

uncertainties at NLO and NNLO are of comparable size.

4 Constraining the gluon PDF

Due to the high statistical precision expected within 1 year of running (5 fb−1) at 14 TeV,

a differential measurement in bins of pseudorapidity across the entire LHCb acceptance is

– 11 –

The contribution from the individual sources of systematic uncertainties to the LHCb

cross-section are now evaluated and compared to the inclusive NLO and NNLO∗ results -

from Ref. [10]. The total uncertainty is found by combining the the individual uncertainties

following the recommendation of the Higgs Cross Section Working Group [39] as,

δtotal = δscale + (δ2PDF + δ2αs
+ δ2mt

)
1
2 . (3.3)

Fig. 6 (left) The 7 and 14 TeV results are summarized in Table 1 and Table 2 respectively.

A summary plot including both scale and total uncertainties is also provided both energies

in Fig. 6. The NNLO∗ results have been corrected to the chosen top mass range of mt ∈
[171.75 − 174.75], where it is found that a 1 GeV uncertainty on mt translates into a 3.0,

2.7% uncertainty on the cross-section at 7 and 14 TeV.

Order PDF σ(pb) δscale (pb) δPDF (pb) δαs (pb) δmt (pb) δtotal (pb)

NNLO∗(inc.) 135.8 +3.5
−4.2

(+2.6%)
(−3.1%)

+6.4
−6.4

(+4.7%)
(−4.7%)

+0.0
−0.0

(+0.0%)
(−0.0%)

+6.5
−6.3

(+4.8%)
(−4.7%)

+12.7
−13.2

(+9.3%)
(−9.7%)

NLO(inc.) ABM 123.5 +14.6
−16.1

(+11.8%)
(−13.0%)

+2.3
−2.3

(+1.9%)
(−1.9%)

+0.0
−0.0

(+0.0%)
(−0.0%)

+5.8
−5.7

(+4.7%)
(−4.6%)

+20.8
−22.2

(+16.9%)
(−18.0%)

NLO(LHCb) 15.2 +1.9
−2.0

(+12.4%)
(−13.0%)

+0.3
−0.3

(+2.1%)
(−2.1%)

+0.0
−0.0

(+0.0%)
(−0.0%)

+0.8
−0.7

(+5.0%)
(−4.9%)

+2.7
−2.8

(+17.8%)
(−18.3%)

NNLO∗(inc.) 172.5 +4.6
−6.0

(+2.7%)
(−3.5%)

+8.0
−6.5

(+4.6%)
(−3.8%)

+3.7
−3.7

(+2.2%)
(−2.2%)

+8.0
−7.7

(+4.6%)
(−4.4%)

+16.5
−16.7

(+9.5%)
(−9.7%)

NLO(inc.) CT10 148.3 +17.6
−19.2

(+11.9%)
(−13.0%)

+6.6
−6.3

(+4.4%)
(−4.2%)

+2.0
−2.0

(+1.3%)
(−1.3%)

+6.8
−6.6

(+4.6%)
(−4.4%)

+27.2
−28.5

(+18.4%)
(−19.2%)

NLO(LHCb) 19.9 +2.6
−2.7

(+13.3%)
(−13.7%)

+1.4
−1.1

(+6.9%)
(−5.5%)

+0.3
−0.3

(+1.6%)
(−1.6%)

+1.0
−0.9

(+4.9%)
(−4.8%)

+4.3
−4.2

(+21.9%)
(−21.1%)

NNLO∗(inc.) 177.2 +4.8
−4.2

(+2.7%)
(−2.3%)

+4.0
−6.4

(+2.3%)
(−3.6%)

+3.0
−3.0

(+1.7%)
(−1.7%)

+8.1
−7.8

(+4.6%)
(−4.4%)

+14.3
−14.7

(+8.1%)
(−8.3%)

NLO(inc.) HERA 136.1 +15.6
−16.3

(+11.5%)
(−12.0%)

+3.9
−3.4

(+2.9%)
(−2.5%)

+1.3
−1.3

(+1.0%)
(−1.0%)

+6.2
−6.1

(+4.6%)
(−4.5%)

+23.1
−23.3

(+16.9%)
(−17.1%)

NLO(LHCb) 16.9 +2.1
−2.0

(+12.3%)
(−12.0%)

+0.5
−0.3

(+2.9%)
(−1.6%)

+0.2
−0.2

(+1.2%)
(−1.2%)

+0.8
−0.8

(+4.8%)
(−4.7%)

+3.0
−2.9

(+18.0%)
(−17.1%)

NNLO∗(inc.) 172.0 +4.4
−5.8

(+2.6%)
(−3.4%)

+4.7
−4.7

(+2.7%)
(−2.7%)

+2.9
−2.9

(+1.7%)
(−1.7%)

+8.0
−7.7

(+4.6%)
(−4.4%)

+14.1
−15.2

(+8.2%)
(−8.9%)

NLO(inc.) MSTW 158.4 +19.6
−21.2

(+12.4%)
(−13.4%)

+4.0
−5.5

(+2.6%)
(−3.4%)

+2.1
−2.1

(+1.3%)
(−1.3%)

+7.2
−7.0

(+4.6%)
(−4.5%)

+28.1
−30.4

(+17.7%)
(−19.2%)

NLO(LHCb) 20.8 +2.9
−2.9

(+13.9%)
(−14.2%)

+0.7
−0.9

(+3.2%)
(−4.2%)

+0.3
−0.3

(+1.5%)
(−1.5%)

+1.0
−1.0

(+4.8%)
(−4.8%)

+4.1
−4.3

(+19.9%)
(−20.8%)

NNLO∗(inc.) 172.7 +4.6
−6.0

(+2.7%)
(−3.5%)

+5.2
−5.2

(+3.0%)
(−3.0%)

+2.7
−2.7

(+1.6%)
(−1.6%)

+8.0
−7.8

(+4.6%)
(−4.5%)

+14.5
−15.8

(+8.4%)
(−9.1%)

NLO(inc.) NNPDF 158.7 +19.6
−20.2

(+12.4%)
(−12.7%)

+4.0
−4.0

(+2.5%)
(−2.5%)

+2.3
−2.3

(+1.5%)
(−1.5%)

+7.3
−7.1

(+4.6%)
(−4.5%)

+27.2
−28.5

(+17.8%)
(−18.1%)

NLO(LHCb) 20.2 +2.8
−2.7

(+14.0%)
(−13.3%)

+0.7
−0.7

(+3.4%)
(−3.4%)

+0.4
−0.4

(+1.8%)
(−1.8%)

+1.0
−0.9

(+4.9%)
(−4.8%)

+4.1
−3.9

(+20.2%)
(−19.4%)

Table 1. Summary of inclusive (inc.) and differential (LHCb) cross-sections at NNLO+NLLL
(NNLO∗) and NLO accuracy and associated theoretical uncertainties at 7 TeV, for PDF sets as
described in the text.

The enhanced sensitivity of measurements at high pseudorapidity can be seen by com-

paring the relative uncertainties for the inclusive and differential LHCb cross-sections. This

comparison is done by taking the ratio of their relative uncertainties,

δratioX =
δLHCb
X

δNLO
X

, (3.4)
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Figure 7. Relative uncertainty on the gluon PDF for CT10 NLO, NNLO sets for PDF and αs

variations.

viable. To demonstrate the potential power of such a measurement on constraining the

gluon PDF, we apply a reweighting to the CT10 and NNPDF sets based on a hypothetical

measurement of σLHCb. This is done following the prescriptions of Ref. [41, 42, 43, 44]

where a Bayesian method based on statistical inference is used. The procedure is easily

performed for the NNPDFMonte Carlo sets, while for CT10 (the Hessian set) it is necessary

to first generate a set of random PDFs from the eigenvector set. This is done working in

the basis of observables, {X0(S0), X
−
1 (S−

1 ), X+
1 (S+

1 ), ...X−
N (S−

N ), X+
N (S+

N )}, spanning the N

eigenvectors. Hypothetical and random observables are generated as:

X̄0 =
1

Nrep

Nrep∑

k=1

X0(S0)[1 +Rk0], X(Sk) = X(S0) +
N∑

j=1

[X(S±
j )−X(S0)]|Rkj | (4.1)

where Rkj is a random gaussian-distributed number with zero mean and variance of one.

The choice of negative or positive displacements S−
j or S+

j depends on the sign of Rkj . For

the generated CT10 and NNPDF sets studied, the number of replicas are 1000 and 100

respectively. This procedure is applied to the evolved gluon PDF g(x,Q2) for CT10 and

then compared to the Hessian result in Fig. 8, where the relative uncertainty for the replica

and Hessian set is plotted with respect to the Hessian central value. The difference between

the two sets occurs for large x where the PDF uncertainties are most asymmetric (see also

Fig. 7). It is re-assuring that the two parameterisations are in very good agreement.

By storing the set of random numbers Rkj generated in producing the replica set, it

is possible to then generate an equivalent set of observables at the level of σLHCb. From

these sets of random observables σLHCb(Sk) a reweighting can be performed by computing

the χ2
k with respect to σ̄LHCb

0 , assuming an experimental uncertainty in the range 4-8%.

The relevant formulas are:

– 12 –

The contribution from the individual sources of systematic uncertainties to the LHCb

cross-section are now evaluated and compared to the inclusive NLO and NNLO∗ results -

from Ref. [10]. The total uncertainty is found by combining the the individual uncertainties

following the recommendation of the Higgs Cross Section Working Group [39] as,

δtotal = δscale + (δ2PDF + δ2αs
+ δ2mt

)
1
2 . (3.3)

Fig. 6 (left) The 7 and 14 TeV results are summarized in Table 1 and Table 2 respectively.

A summary plot including both scale and total uncertainties is also provided both energies

in Fig. 6. The NNLO∗ results have been corrected to the chosen top mass range of mt ∈
[171.75 − 174.75], where it is found that a 1 GeV uncertainty on mt translates into a 3.0,

2.7% uncertainty on the cross-section at 7 and 14 TeV.

Order PDF σ(pb) δscale (pb) δPDF (pb) δαs (pb) δmt (pb) δtotal (pb)

NNLO∗(inc.) 135.8 +3.5
−4.2

(+2.6%)
(−3.1%)

+6.4
−6.4

(+4.7%)
(−4.7%)

+0.0
−0.0

(+0.0%)
(−0.0%)

+6.5
−6.3

(+4.8%)
(−4.7%)

+12.7
−13.2

(+9.3%)
(−9.7%)

NLO(inc.) ABM 123.5 +14.6
−16.1

(+11.8%)
(−13.0%)

+2.3
−2.3

(+1.9%)
(−1.9%)

+0.0
−0.0

(+0.0%)
(−0.0%)

+5.8
−5.7

(+4.7%)
(−4.6%)

+20.8
−22.2

(+16.9%)
(−18.0%)

NLO(LHCb) 15.2 +1.9
−2.0

(+12.4%)
(−13.0%)

+0.3
−0.3

(+2.1%)
(−2.1%)

+0.0
−0.0

(+0.0%)
(−0.0%)

+0.8
−0.7

(+5.0%)
(−4.9%)

+2.7
−2.8

(+17.8%)
(−18.3%)

NNLO∗(inc.) 172.5 +4.6
−6.0

(+2.7%)
(−3.5%)

+8.0
−6.5

(+4.6%)
(−3.8%)

+3.7
−3.7

(+2.2%)
(−2.2%)

+8.0
−7.7

(+4.6%)
(−4.4%)

+16.5
−16.7

(+9.5%)
(−9.7%)

NLO(inc.) CT10 148.3 +17.6
−19.2

(+11.9%)
(−13.0%)

+6.6
−6.3

(+4.4%)
(−4.2%)

+2.0
−2.0

(+1.3%)
(−1.3%)

+6.8
−6.6

(+4.6%)
(−4.4%)

+27.2
−28.5

(+18.4%)
(−19.2%)

NLO(LHCb) 19.9 +2.6
−2.7

(+13.3%)
(−13.7%)

+1.4
−1.1

(+6.9%)
(−5.5%)

+0.3
−0.3

(+1.6%)
(−1.6%)

+1.0
−0.9

(+4.9%)
(−4.8%)

+4.3
−4.2

(+21.9%)
(−21.1%)

NNLO∗(inc.) 177.2 +4.8
−4.2

(+2.7%)
(−2.3%)

+4.0
−6.4

(+2.3%)
(−3.6%)

+3.0
−3.0

(+1.7%)
(−1.7%)

+8.1
−7.8

(+4.6%)
(−4.4%)

+14.3
−14.7

(+8.1%)
(−8.3%)

NLO(inc.) HERA 136.1 +15.6
−16.3

(+11.5%)
(−12.0%)

+3.9
−3.4

(+2.9%)
(−2.5%)

+1.3
−1.3

(+1.0%)
(−1.0%)

+6.2
−6.1

(+4.6%)
(−4.5%)

+23.1
−23.3

(+16.9%)
(−17.1%)

NLO(LHCb) 16.9 +2.1
−2.0

(+12.3%)
(−12.0%)

+0.5
−0.3

(+2.9%)
(−1.6%)

+0.2
−0.2

(+1.2%)
(−1.2%)

+0.8
−0.8

(+4.8%)
(−4.7%)

+3.0
−2.9

(+18.0%)
(−17.1%)

NNLO∗(inc.) 172.0 +4.4
−5.8

(+2.6%)
(−3.4%)

+4.7
−4.7

(+2.7%)
(−2.7%)

+2.9
−2.9

(+1.7%)
(−1.7%)

+8.0
−7.7

(+4.6%)
(−4.4%)

+14.1
−15.2

(+8.2%)
(−8.9%)

NLO(inc.) MSTW 158.4 +19.6
−21.2

(+12.4%)
(−13.4%)

+4.0
−5.5

(+2.6%)
(−3.4%)

+2.1
−2.1

(+1.3%)
(−1.3%)

+7.2
−7.0

(+4.6%)
(−4.5%)

+28.1
−30.4

(+17.7%)
(−19.2%)

NLO(LHCb) 20.8 +2.9
−2.9

(+13.9%)
(−14.2%)

+0.7
−0.9

(+3.2%)
(−4.2%)

+0.3
−0.3

(+1.5%)
(−1.5%)

+1.0
−1.0

(+4.8%)
(−4.8%)

+4.1
−4.3

(+19.9%)
(−20.8%)

NNLO∗(inc.) 172.7 +4.6
−6.0

(+2.7%)
(−3.5%)

+5.2
−5.2

(+3.0%)
(−3.0%)

+2.7
−2.7

(+1.6%)
(−1.6%)

+8.0
−7.8

(+4.6%)
(−4.5%)

+14.5
−15.8

(+8.4%)
(−9.1%)

NLO(inc.) NNPDF 158.7 +19.6
−20.2

(+12.4%)
(−12.7%)

+4.0
−4.0

(+2.5%)
(−2.5%)

+2.3
−2.3

(+1.5%)
(−1.5%)

+7.3
−7.1

(+4.6%)
(−4.5%)

+27.2
−28.5

(+17.8%)
(−18.1%)

NLO(LHCb) 20.2 +2.8
−2.7

(+14.0%)
(−13.3%)

+0.7
−0.7

(+3.4%)
(−3.4%)

+0.4
−0.4

(+1.8%)
(−1.8%)

+1.0
−0.9

(+4.9%)
(−4.8%)

+4.1
−3.9

(+20.2%)
(−19.4%)

Table 1. Summary of inclusive (inc.) and differential (LHCb) cross-sections at NNLO+NLLL
(NNLO∗) and NLO accuracy and associated theoretical uncertainties at 7 TeV, for PDF sets as
described in the text.

The enhanced sensitivity of measurements at high pseudorapidity can be seen by com-

paring the relative uncertainties for the inclusive and differential LHCb cross-sections. This

comparison is done by taking the ratio of their relative uncertainties,

δratioX =
δLHCb
X

δNLO
X

, (3.4)
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Summary of eigenvector sensitivity
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Effect of LHCb analysis cuts
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A few more comments 
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8 5 Estimation of systematic uncertainties

Table 2: Systematic uncertainties for the inclusive measurement of AC and ranges of systematic
uncertainties for the differential measurements.

Systematic uncertainty shift in inclusive AC range of shifts in differential AC
JES 0.001 0.001 � 0.005
JER 0.001 0.001 � 0.005

Pileup 0.001 0.000 � 0.003
b tagging 0.000 0.001 � 0.003

Lepton ID/sel. efficiency 0.002 0.001 � 0.003
Generator 0.003 0.001 � 0.015

Hadronization 0.000 0.000 � 0.016
pT weighting 0.001 0.000 � 0.003

Q2 scale 0.003 0.000 � 0.009
W+jets 0.002 0.001 � 0.007
Multijet 0.001 0.002 � 0.009

PDF 0.001 0.001 � 0.003
Unfolding 0.002 0.001 � 0.004

Total 0.006 0.007 � 0.022

Differential cross-section measurements [28] have shown, that – in line with theory predictions
– the pT spectrum of the top quarks in tt events is significantly softer than the one generated
by our simulation programs. To correct for this effect, our simulated tt events are reweighted
according to scale factors derived from these measurements. As a measure of the resulting
uncertainty, the measurement is performed with samples lacking any reweighting and with
samples that have been reweighted twice. Finally, the impact of variations in the renormal-
ization and factorization scale (Q2) in the simulated tt̄ events is determined using dedicated
samples generated at scales shifted systematically by factors of 2.

In order to estimate the influence of possible mismodelling of the W+jets background, the
measurement is repeated using a data-driven W+jets template. The sideband region used for
the construction of the template is defined by an inversion of the requirement of a b-tagged
selected jet. Due to the very different resulting fraction of heavy quarks in the sample, this
approach can be assumed to be a conservative estimate of the uncertainty. The multijet back-
ground modelling, while data-driven, is biased towards non-isolated electrons. Thus it will not
provide completely correct modelling of the angles between leptons and jets, which also affects
the asymmetry. To account for this fact, we perform a conservative estimation of the uncer-
tainty of this background by taking the maximum deviation out of three scenarios of replacing
the multijet templates with the tt signal template, with the simulated W+jets template or by
inverting the asymmetry of the multijet template itself.

The systematic uncertainties on the measured asymmetry from the choice of parton distribu-
tions functions (PDFs) for the colliding protons are estimated using the LHAPDF [29] package
and the CT10 [30], MSTW2008 [31] and NNPDF2.1 [32] PDF sets.

In contrast to the other systematic effects, the uncertainty due to the unfolding method is esti-
mated by performing pseudo experiments. Simulated tt events are used as input data for these
experiments, reweighted to reproduce the asymmetries observed in the differential measure-
ments on data. The uncertainty of each measurement is estimated as the maximum deviation
produced by the unfolding in the three reweighting scenarios corresponding to the three kine-
matic variables vd.


