
ALICE Grid operations 

Offline week  

26/06/2014 



The GRID job profile in 2014 

Average 40K jobs 
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Resources delivery distribution 
50/50 T0+T1/T2 
~110M Wall hours 
Equivalent to  
same period in 2013 
(flat resources) 
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Status of infrastructure 

• Operating system on all sites SL6 (or 
compatible 

– Exception – CERN – about 50% still on SLC5 

• Storage 

– xrootd updated to 3.2.x+ 

– 5/60 sites have installed EOS 

– 22.6 PB available disk storage, 14.8 used (65%) 

– All major cleanups are done 
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Jobs by user since January 2014 
• 76% MonteCarlo (unchanged) 

• 16% Organised analysis in trains (+6%) 

• 2% RAW data reconstruction (-8%, software upgrades)  

• 6% Individual user analysis (-6%) 

QM’2014 preparations 
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Efficiency since January 2014 
• Small effect due to high volume user activities (QM 2014) 

• A fix in replica access algorithm (bug discovered in April, fixed 
in days by Costin, Andrei and Miguel) further increases the 
overall analysis efficiency 

QM’2014 preparations 
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Average 75% 
January to 15 April: 70% 
15 April-today:80% 
 



Replica access fix effect on LEGO 
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Average 50% 
Before 15/04: 43% 
After 15/04: 57% - this is very respectable 



Data volumes since January 2014 
• 111.4 PB read, 10.5 PB written 

• Cleanup of storage done – close to zero ‘dark data’ 
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Summary on efficiency 

• Small negative effect due to QM analysis this 
year! 

– There was no contention for resources  

• Replica access fix – overall efficiency gain of 
10% 

• T2s efficiencies are not much below T0/T1s  

• Storage stability has increased since beginning 
of 2014 
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Activities 

• AliEn code consolidation and cleanup – 
Miguel’s presentation 

• More detailed monitoring on data access – 
Costin (not shown) 

• Investigation of lower efficiency in some of the 
T0 queues – ongoing, not shown 

• CVMFS squid caches monitoring and alarms – 
ongoing, not shown 
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Site activities 

• Migration to EMI3 – completed 

• Deployment of additional storage resources 

• Retirement of obsoleted storage resources 

– Requires evacuation of data – better automatic 
tools needed 

• The infrastructure is stable – ‘flat resources’ 
year 

– Higher level of activities is expected in 2015 
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Productions 

• Steady rate of MC production 

– Number of production cycles is lower than in 2013 

• RAW data production is delayed 

– So far we have LHC11a CPass0/CPass1 

• Priorities may change (2011->2012)… the 
general workflow will be the same 
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MC as service tasks 

• Very succesfull  

– Vladimir Kovalenko and Catalin-Lucian Ristea are 
handling all MC productions 

• The number of productions is below 
expectations 

– i.e. they are still to be overloaded  
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Summary 

• The Grid is performing normally in 2014 

• Software updates successfully completed 

• MC productions completed according to 
requests 

• Some backlog of RAW data (and 
corresponding MC) productions, hopefully we 
will be ready with these before start of 2015 
data taking 

• Analysis trains share continues to grow – very 
beneficial for stable resources utulization 
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