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Top-quark Yukawa coupling

• Top quark is special: its Yukawa coupling is of natural scale, yt ⇠ 1
� An indication of a special role in EWSB?

• Can be probed in H production via gluon fusion
or H ! �� decays thanks to top-quark loops
� BSM particles can contribute to the loops

• Direct access to |yt | is provided in tt̄H production
� But a challenging process: �tt̄H ⇡ 130 fb at 8TeV,

�tt̄H/�tt̄ ⇠ 10�3
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·•The top quark is special 
·•Heaviest known elementary particle 

·•Strong coupling to Higgs (EWK loops, gg → H) 

·•Couples via all forces 

·•Production 1/mt  <  Decay 1/Γ  <  Hadronization 1/ΛQCD  <  
Spin Decorrelation mt/Λ2   → unique features 

·•Precision measurement of SM parameters  
·•for use in predictions and consistency checks 

·•Top Quarks and New Physics  
·•esp. in case new physics would couple to mass 

·•top is background to many searches

 Top Quark Physics
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2 Update of the global electroweak fit 9
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Figure 2: Contours at 68% and 95% CL obtained from scans of MW versus mt (top) and MW versus sin2✓`e↵
(bottom), for the fit including MH (blue) and excluding MH (grey), as compared to the direct measurements
(vertical and horizontal green bands and ellipses). The theoretical uncertainty of 0.5 GeV is added to the
direct top mass measurement. In both figures, the corresponding direct measurements are excluded from
the fit. In the case of sin2✓`e↵ , all partial and full Z width measurements are excluded as well (except in
case of the orange prediction), besides the asymmetry measurements.

•  Sensitive to Higgs mass through EWK loop corrections 
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Top quark production   

•  Major source of background for many searches   

•  New physics may preferentially couple/decay to top 

M. Aldaya SM@LHC, 11.04.13 

  Top quarks: key to QCD, electroweak (EWK) and new physics 

•  Large mass  large coupling to Higgs (y ~ 1)   

•  Decays before hadronising: “bare” quark 
δmW ∝ mt

2 

δmW∝ ln(mH) 

  LHC is a ‘top factory’: several million tt events produced at 7 & 8 TeV !!  

 Tool for precise tests of Standard Model (SM), sensitive probe to New Physics 

•  Great opportunity to study the details of tt production mechanisms 
•  In particular, through top-quark kinematic distributions    

•  Production of tt in association with QCD jets or additional particles  
could reveal new physics ; background to ttH and BSM searches 

•  Theory predictions & models need to be tuned & tested with measurements  

•  Sensitive to Higgs mass through EWK loop corrections 
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2Top quark property measurements at ATLAS and CMSA. Jung

 Top is the heaviest fundamental particle discovered so far
 → m

t
 = 173.34 ± 0.76 GeV

 Lifetime: τ ª 5x10-25 s << Γ
QCD

 → Observe bare quark properties 

 Large Yukawa coupling to Higgs boson 
 → λ

t
 ~ 1

special role in electroweak symmetry breaking ?  

 If we could calculate the Higgs mass: 
 Large corrections to the Higgs mass from top quark “loops” →

(Hierarchy problem) 

Top quarks as window to new physics

[arxiv:1403.4427]

Top quark introductionTop quark introduction
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K. Lannon

Top Fingerprints on SM
Loop corrections to EW observables proportional to 
top quark mass
Even before discovery, presence (and mass) of top 
could be inferred
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·•Angular 
Distributions 

·•Rare Decays 
·•Mass

Menu:
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Top Quark Pairs

EWK Single-Top Production
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  Top Quark Properties in Production and Decay
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·•Top quarks decay before spins de-correlate → measure 
·•2ℓ channel: simple access via azimuthal angle between 

leptons in lab frame

Spin Correlations

4

fSM  = 1.20 ± 0.05stat ± 0.13syst 

PRL 114, 142001 (2015)

-0.043 < Re(µ) < 0.117 at 95% CL
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Search for chromomagnetic dipole-moments

- Christian Schwanenberger -Top Quark Physics DESY Theory Workshop

Spin correlation strength

complementary between Tevatron and LHC

Tevatron

3S1

• dominated by qq annihilation
• tt pairs close to the threshold
• beam axis as spin quantisation axis
   NLO QCD: A = 0.78

• optimised “off-diagonal” basis

• dominated by gg fusion
• tt pairs far off the threshold
• helicity basis as spin quantisation axis
   NLO QCD: A = 0.32

• maximal basis

 

_
_ _

Bernreuther, Brandenburg, Si, Uwer, Nucl. Phys. B690, 81 (2004)

g g

LHC

53

tt Spin correlations 

10 

θ* 

Phys. Lett. B539, 235 (2002)  

Amount of spin information carried by daughter particle 

Di-lepton channel is most promising 

- Christian Schwanenberger -Update: Top Pair Spin Correlation Top Working Group
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Bernreuther, Brandenburg, Si, Uwer, Nucl. Phys. B690, 81 (2004)

g g

LHC

evidence for SM spin 
correlation (3.1σ)
D0 Collaboration, 

arXiv:1110.4194 [hep-ex]

- Christian Schwanenberger -Update: Top Pair Spin Correlation Top Working Group
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Bernreuther, Brandenburg, Si, Uwer, Nucl. Phys. B690, 81 (2004)

g g

LHC

evidence for SM spin 
correlation (3.1σ)
D0 Collaboration, 

arXiv:1110.4194 [hep-ex]

1S0 

tt spins correlated at production 

Measured value of A depends on quantisation axis 
Example above: tt direction in ttCM frame! helicity basis 

1

1 Introduction
At the LHC, top quarks are mainly produced in tt pairs through gluon fusion. Since the lifetime
of top quarks is smaller than the hadronisation timescale (1/LQCD) which in turn is smaller
than the spin decorrelation timescale mt/L2

QCD ⇠ 3 ⇥ 10�21 s, the top quarks decay before
their spins decorrelate. This spin correlation is therefore propagated to the top quark decay
products and one can infer the tt spin correlation strength A by studying the angular correla-
tions between the decay products where

A =
(N"" + N##)� (N"# + N#")

(N"" + N##) + (N"# + N#")
(1)

is the asymmetry between the number of tt pairs with aligned and anti-aligned spins. New
physics can influence the spin correlation strength [1, 2]. The spin correlation strength is not
a free parameter of the SM but depends on the strength of the SM couplings, the production
modes of tt pairs and spin quantization axis among others. Tevatron experiments made mea-
surements of the tt spin correlation strength using template fits to the angular distributions of
the top quark decay products and extracting the fraction of tt events with SM spin correlation
f as shown in Eq. 2.

f =
Ntt

SM

Ntt
SM + Ntt

Uncor
(2)

The assumption is that the fraction (1 � f ) of tt events shows zero spin correlation. CDF ex-
tracted the fraction f of events with SM spin correlation using the lepton+jets final state [3]
and D0 using the dilepton final states [4, 5]. D0 also made the first spin correlation mea-
surement using the Matrix Element Method (MEM) [6] again in the dilepton channel and
found the first direct evidence of tt spin correlation by combining the measurements using
MEM in the dilepton and lepton+jets channels [7]. The combined D0 measurement yielded
f = 0.85 ± 0.29 (stat + syst) using 5.3 fb�1 of integrated luminosity at

p
s = 1.96 TeV.

At the LHC, ATLAS measured the spin correlation using template fits to the azimuthal angle
difference between the two oppositely charged leptons in the dilepton channel. The ATLAS
collaboration obtained a measurement at 7 TeV [8] with their latest result being f = 1.20 ±
0.05 (stat) ± 0.13 (syst) [9]. The only measurement in the lepton+jets channel at the LHC so far
is made by ATLAS using opening angle distributions [10], giving f = 1.12 ± 0.24 (stat+ syst).

Here, a measurement of the top quark spin correlations is described using a matrix element
method using events obtained from pp collisions at a center of mass energy of

p
s = 8 TeV,

corresponding to an integrated luminosity of
R

Ldt = 19.7 fb�1, collected with the CMS de-
tector at the LHC. A detailed description of the CMS detector, together with a definition of the
coordinate system used and the relevant kinematic variables, can be found in Ref. [11]. In this
analysis, the traditional discrete hypotheses are investigated: SM correlated and uncorrelated
tt production and decay. In a matrix element method, the compatibility of an observed event
with a given theoretical model is calculated in the form of an event likelihood. Per event, the
most discriminating variable between both hypotheses is the likelihood ratio. By constructing
the likelihood ratio of the data and comparing with likelihood ratios expected from both hy-
potheses, the compatibility of the data with both hypotheses can be assessed. In addition, the
distribution of event likelihood ratios is used in a template fit to extract the fraction f of events
with SM spin correlation.
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fSM  = 1.02 ± 0.10stat ± 0.22syst 

PRL 112 (2014) 182001

http://arxiv.org/abs/1412.4742
https://twiki.cern.ch/twiki/bin/view/CMSPublic/PhysicsResultsTOP14005
http://arxiv.org/abs/1311.3924


 Andreas B. Meyer                                                                              Top Quark Properties                                                                           LP2015, Ljubljana, 20 August 2015                                            

PRL 114, 142001 (2015)

Limits on Stop

5

4

Source of uncertainty �fSM
Detector modeling

Lepton reconstruction ±0.01
Jet energy scale ±0.02

Jet reconstruction ±0.01
Emiss

T < 0.01
Fake leptons < 0.01
b-tagging < 0.01

Signal and background modeling
Renormalization/factorization scale ±0.05

MC generator ±0.03
Parton shower and fragmentation ±0.06

ISR/FSR ±0.06
Underlying event ±0.04

Color reconnection ±0.01
PDF uncertainty ±0.05

Background ±0.01
MC statistics ±0.04

Total systematic uncertainty ±0.13
Data statistics ±0.05

TABLE II. Summary of systematic uncertainties on fSM in the
combined dilepton final state.

impact on the results.
The sizes of the systematic uncertainties in terms of

�fSM are listed in Table II. The total systematic uncer-
tainty is calculated by combining all systematic uncertain-
ties in quadrature.

The measured value of fSM for the combined fit is 1.20
± 0.05 (stat) ± 0.13 (syst). This agrees with previous re-
sults from ATLAS using data at a center-of-mass energy of
7 TeV [41, 42], and compares to the best previous mea-
surement using �� of fSM = 1.19 ± 0.09 (stat) ±
0.18 (syst) [42]. It also agrees with the SM prediction
to within two standard deviations.

This agrees with previous results from ATLAS using
data at a center-of-mass energy of 7 TeV [41, 42] and
agrees with the SM prediction to within two standard devi-
ations. An indirect extraction of Ahelicity can be achieved
by assuming that the tt̄ sample is composed of top quark
pairs as predicted by the SM, but with varying spin corre-
lation. In that case, a change in the fraction fSM leads to a
linear change of Ahelicity (see also Ref. [42]), and a value
of the spin correlation strength in the helicity basis Ahelicity

at a center-of-mass energy of 8 TeV is obtained by apply-
ing the measured value of fSM as a multiplicative factor to
the SM prediction of ASM

helicity = 0.318± 0.005 [36]. This
yields a measured value of Ahelicity = 0.38± 0.04.

The measurement of the variable �� is also used to
search for top squark pair production with t̃1 ! t�̃0

1 de-

cays. The present analysis is sensitive both to changes in
the yield and to changes in the shape of the �� distribu-
tion caused by a potential admixture of t̃1¯̃t1 with the SM
tt̄ sample. An example is shown in Fig. 1, where the ef-
fect of t̃1¯̃t1 production in addition to SM tt̄ production and
backgrounds is compared to data. No evidence for t̃1

¯̃t1
production was found.

Limits are set on the top squark pair-production cross
section by fitting each bin of the �� distribution to the dif-
ference between the data and the SM prediction, varying
the top squark signal strength µ. In contrast to the mea-
surement of fSM where the tt̄ cross section is varied in the
fit, here the tt̄ cross section is fixed to its SM value [71].
In addition, a systematic uncertainty of 7% is introduced,
composed of factorization and renormalization scale varia-
tion, top quark mass uncertainty, PDF uncertainty and un-
certainty in the measurement of the beam energy. All other
sources of systematic uncertainty are identical to ones in
the measurement of fSM. All shape-dependent modeling
uncertainties on the SUSY signal are found to be negligi-
ble. The limits are determined using a profile likelihood
ratio in the asymptotic limit [105], using nuisance parame-
ters to account for the theoretical and experimental uncer-
tainties.
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FIG. 2. Expected and observed limits at 95% CL on the top
squark pair-production cross section as a function of m

t̃1
, for

pair-produced top squarks t̃1 decaying with 100% branching ratio
via t̃1 ! t�̃0

1 to predominantly right-handed top quarks, assum-
ing m

�̃

0
1
= 1GeV. The black dotted line shows the expected limit

with ±1 (green) and ±2 (green+yellow) standard deviation con-
tours, taking into account all uncertainties. The red dashed line
shows the theoretical cross section with uncertainties. The solid
black line gives the observed limit.

The observed and expected limits on the top squark

For light χ̃⁰, top squarks excluded between mtop and 191 GeV (95% C.L.)

m(χ̃⁰) = 1 GeV

arXiv:1506.08616

191 GeV

·•Stop pair production: 
reduced spin correlation, 
increased tt rate

http://arxiv.org/abs/1412.4742
http://arxiv.org/abs/1506.08616
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- Christian Schwanenberger -Top Quark Physics DESY Theory Workshop

Spin correlation strength

complementary between Tevatron and LHC

Tevatron

3S1

• dominated by qq annihilation
• tt pairs close to the threshold
• beam axis as spin quantisation axis
   NLO QCD: A = 0.78

• optimised “off-diagonal” basis

• dominated by gg fusion
• tt pairs far off the threshold
• helicity basis as spin quantisation axis
   NLO QCD: A = 0.32

• maximal basis

 

_
_ _

Bernreuther, Brandenburg, Si, Uwer, Nucl. Phys. B690, 81 (2004)

g g

LHC

53

tt Spin correlations 

10 

θ* 

Phys. Lett. B539, 235 (2002)  

Amount of spin information carried by daughter particle 

Di-lepton channel is most promising 

- Christian Schwanenberger -Update: Top Pair Spin Correlation Top Working Group
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Bernreuther, Brandenburg, Si, Uwer, Nucl. Phys. B690, 81 (2004)

g g

LHC

evidence for SM spin 
correlation (3.1σ)
D0 Collaboration, 

arXiv:1110.4194 [hep-ex]

- Christian Schwanenberger -Update: Top Pair Spin Correlation Top Working Group
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Figure 3: �2lnlevent distribution. In (a) the SM correlated tt simulation is used and in (b) the
uncorrelated tt simulation. Both data and simulation are normalised to unity. The hatched
uncertainty band includes statistical and systematic uncertainties. The error bars in the ratio
plot at the bottom only consider statistical uncertainties (of both data and simulation), while the
uncertainty band covers both statistical and systematic uncertainties. Systematic uncertainties
are described in Section 8
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·•ℓ+jets channel: require full tt event reconstruction 

·•CMS: Full matrix element method
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1

1 Introduction
At the LHC, top quarks are mainly produced in tt pairs through gluon fusion. Since the lifetime
of top quarks is smaller than the hadronisation timescale (1/LQCD) which in turn is smaller
than the spin decorrelation timescale mt/L2

QCD ⇠ 3 ⇥ 10�21 s, the top quarks decay before
their spins decorrelate. This spin correlation is therefore propagated to the top quark decay
products and one can infer the tt spin correlation strength A by studying the angular correla-
tions between the decay products where

A =
(N"" + N##)� (N"# + N#")

(N"" + N##) + (N"# + N#")
(1)

is the asymmetry between the number of tt pairs with aligned and anti-aligned spins. New
physics can influence the spin correlation strength [1, 2]. The spin correlation strength is not
a free parameter of the SM but depends on the strength of the SM couplings, the production
modes of tt pairs and spin quantization axis among others. Tevatron experiments made mea-
surements of the tt spin correlation strength using template fits to the angular distributions of
the top quark decay products and extracting the fraction of tt events with SM spin correlation
f as shown in Eq. 2.

f =
Ntt

SM

Ntt
SM + Ntt

Uncor
(2)

The assumption is that the fraction (1 � f ) of tt events shows zero spin correlation. CDF ex-
tracted the fraction f of events with SM spin correlation using the lepton+jets final state [3]
and D0 using the dilepton final states [4, 5]. D0 also made the first spin correlation mea-
surement using the Matrix Element Method (MEM) [6] again in the dilepton channel and
found the first direct evidence of tt spin correlation by combining the measurements using
MEM in the dilepton and lepton+jets channels [7]. The combined D0 measurement yielded
f = 0.85 ± 0.29 (stat + syst) using 5.3 fb�1 of integrated luminosity at

p
s = 1.96 TeV.

At the LHC, ATLAS measured the spin correlation using template fits to the azimuthal angle
difference between the two oppositely charged leptons in the dilepton channel. The ATLAS
collaboration obtained a measurement at 7 TeV [8] with their latest result being f = 1.20 ±
0.05 (stat) ± 0.13 (syst) [9]. The only measurement in the lepton+jets channel at the LHC so far
is made by ATLAS using opening angle distributions [10], giving f = 1.12 ± 0.24 (stat+ syst).

Here, a measurement of the top quark spin correlations is described using a matrix element
method using events obtained from pp collisions at a center of mass energy of

p
s = 8 TeV,

corresponding to an integrated luminosity of
R

Ldt = 19.7 fb�1, collected with the CMS de-
tector at the LHC. A detailed description of the CMS detector, together with a definition of the
coordinate system used and the relevant kinematic variables, can be found in Ref. [11]. In this
analysis, the traditional discrete hypotheses are investigated: SM correlated and uncorrelated
tt production and decay. In a matrix element method, the compatibility of an observed event
with a given theoretical model is calculated in the form of an event likelihood. Per event, the
most discriminating variable between both hypotheses is the likelihood ratio. By constructing
the likelihood ratio of the data and comparing with likelihood ratios expected from both hy-
potheses, the compatibility of the data with both hypotheses can be assessed. In addition, the
distribution of event likelihood ratios is used in a template fit to extract the fraction f of events
with SM spin correlation.
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·•LO: No asymmetry expected 

·•NLO: Interferences between qq diagrams 

·•Diluted at LHC due to large gg fraction and 
unknown quark direction 

·•Recent NNLO prediction for Tevatron:                        
AFB = 0.095 ± 0.007
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→ different way to measure the effect at Tevatron and LHC

 LHC: Quarks valence quarks, antiquark always from the sea 
→ antitop less boosted and more central than top in case of asymmetry 

 LHC: Measure charge asymmetry
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Asymmetry Idea

+
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 LO: No charge asymmetry expected

 NLO QCD: Interference between qq diagrams

 Asymmetry in QCD:Interference of C=1 and C=-1 amplitudes are odd 
under t ↔ t    → cause asymmetry

 Tree level and box diagrams:

 Positive asymmetry

 

 Initial and final state radiation:

 Negative asymmetry

12.09.2012 Yvonne Peters 9

Asymmetry Idea

+

+

 LO: No charge asymmetry expected

 NLO QCD: Interference between qq diagrams

 Asymmetry in QCD:Interference of C=1 and C=-1 amplitudes are odd 
under t ↔ t    → cause asymmetry

 Tree level and box diagrams:

 Positive asymmetry

 

 Initial and final state radiation:

 Negative asymmetry

ISR/FSR: negative asymmetry

tree-level and box diagrams: positive asymmetry

12.09.2012 Yvonne Peters 10

Tevatron and LHC Difference

 Tevatron: pp is CP eigenstate → pp (LHC) is not
→ different way to measure the effect at Tevatron and LHC

 LHC: Quarks valence quarks, antiquark always from the sea 
→ antitop less boosted and more central than top in case of asymmetry 

 LHC: Measure charge asymmetry

AC=
N ∣y∣0−N ∣y∣0

N ∣y∣0N ∣y∣0
AFB
t t
=
N  y0−N  y0

N  y0N  y0

LHCTevatron

y=
1

2
ln 
E pz
E− pz



  y= y
t
 - y

t
   |y|= |y

t
| - |y

t
| 

AFB AC

12.09.2012 Yvonne Peters 10

Tevatron and LHC Difference

 Tevatron: pp is CP eigenstate → pp (LHC) is not
→ different way to measure the effect at Tevatron and LHC

 LHC: Quarks valence quarks, antiquark always from the sea 
→ antitop less boosted and more central than top in case of asymmetry 

 LHC: Measure charge asymmetry

AC=
N ∣y∣0−N ∣y∣0

N ∣y∣0N ∣y∣0
AFB
t t
=
N  y0−N  y0

N  y0N  y0

LHCTevatron

y=
1

2
ln 
E pz
E− pz



  y= y
t
 - y

t
   |y|= |y

t
| - |y

t
| 

12.09.2012 Yvonne Peters 10

Tevatron and LHC Difference

 Tevatron: pp is CP eigenstate → pp (LHC) is not
→ different way to measure the effect at Tevatron and LHC

 LHC: Quarks valence quarks, antiquark always from the sea 
→ antitop less boosted and more central than top in case of asymmetry 

 LHC: Measure charge asymmetry

AC=
N ∣y∣0−N ∣y∣0

N ∣y∣0N ∣y∣0
AFB
t t
=
N  y0−N  y0

N  y0N  y0

LHCTevatron

y=
1

2
ln 
E pz
E− pz



  y= y
t
 - y

t
   |y|= |y

t
| - |y

t
| 

_

Czakon et al PRL 115, 052001 (2015)

1

1 Introduction

With the 2012 data taking the Large Hadron Collider (LHC) at CERN has become a top quark
factory. The abundantly produced top quark pairs enable experiments to precisely measure the
various properties of the heaviest elementary particle known to date. One interesting feature
of the pairwise top quark production is the difference in the angular distributions of top quarks
and top antiquarks. This differing behavior of top quarks and antiquarks in the pp collisions
of the LHC is called tt charge asymmetry, and calculations within the Standard Model (SM)
predict an effect on the order of one percent. Both the CMS and ATLAS collaborations have
published results based on the 7 TeV data that are in agreement with these predictions within
the still large uncertainties [1–4].

The corresponding quantity in pp̄ collisions is the forward-backward asymmetry in tt pro-
duction. One legacy of the Tevatron experiments is the measurement of this asymmetry that
deviates from the predicted value at the order of two standard deviations. In certain phase
space regions this deviation is even more significant [5, 6].

As the underlying physics process for the two observable asymmetries is the same – interfer-
ence effects between the amplitudes of different Feynman diagrams for the process qq̄ ! tt̄ [7]
– one would generally expect that both asymmetries should show the same behavior. There are
however also theory models that explain why one could see a deviation from the SM for the
forward-backward asymmetry at the Tevatron while the charge asymmetry that is observable
at the LHC is not affected at all (see for example Ref. [8]).

The charge asymmetry occurs only in quark-antiquark initial states. Since at the LHC the
quarks in the initial state are mainly valence quarks while the antiquarks are always sea quarks,
the larger average momentum fraction of quarks leads to an excess of top quarks produced in
the forward directions. This makes the difference of the absolute values of the rapidities of top
quark and antiquark, D|y| = |yt|� |yt̄|, a suitable observable to measure the tt̄ charge asym-
metry. We define the charge asymmetry AC as

AC =
N+ � N�

N+ + N� , (1)

where N+ and N� represent the number of events with positive and negative values in the
sensitive variable, respectively.

It is not only crucial to measure the inclusive asymmetry but it is of particular importance to
measure the differential asymmetry as a function of variables that are suited to enhance the
charge asymmetry in certain kinematic regions. In the analysis documented in this note we
measure the charge asymmetry as a function of the rapidity, the transverse momentum, and
the invariant mass of the tt̄ system. Each of these variables is sensitive to a certain aspect of the
tt̄ charge asymmetry.

The rapidity of the tt system in the laboratory frame, |ytt|, is sensitive to the ratio of the contri-
butions from the qq and gg initial states to tt production. The charge-symmetric gluon fusion
process is dominant in the central region, while tt production through qq̄ annihilation mostly
produces events with the tt pair at larger rapidities, which implies an enhancement of the
charge asymmetry with increasing |ytt| [9].

The transverse momentum of the tt pair in the laboratory frame, ptt
T, is sensitive to the ratio

of the positive and negative contributions to the overall asymmetry. The interference between
the Born and the box diagrams leads to a positive contribution, while the interference between

3
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We present a simultaneous measurement of the forward-backward asymmetry and the top-quark
polarization in tt̄ production in dilepton final states using 9.7 fb−1 of proton-antiproton collisions
at

√
s = 1.96 TeV with the D0 detector. To reconstruct the distributions of kinematic observables

we employ a matrix element technique that calculates the likelihood of the possible tt̄ kinematic
configurations. After accounting for the presence of background events and for calibration effects,
we obtain a forward-backward asymmetry of Att̄ = (15.0±6.4 (stat)±4.9 (syst))% and a top-quark
polarization times spin analyzing power in the beam basis of κP = (7.2±10.5 (stat)±4.2 (syst))%,
with a correlation of −56% between the measurements. If we constrain the forward-backward
asymmetry to its expected standard model value, we obtain a measurement of the top polarization
of κP = (11.3±9.1 (stat)±1.9 (syst))%. If we constrain the top polarization to its expected standard
model value, we measure a forward-backward asymmetry of Att̄ = (17.5± 5.6 (stat)± 3.1 (syst))%.
A combination with the D0 Att̄ measurement in the lepton+jets final state yields an asymmetry of
Att̄ = (11.8 ± 2.5 (stat) ± 1.3 (syst))%. Within their respective uncertainties, all these results are
consistent with the standard model expectations.

PACS numbers: 14.65.Ha, 12.38.Qk, 13.85.Qk, 11.30.Er

I. INTRODUCTION

In proton-antiproton collisions at
√
s=1.96 TeV, top

quark pairs are predominantly produced in valence
quark-antiquark annihilations. The standard model
(SM) predicts this process to be slightly forward-
backward asymmetric: the top quark (antiquark) tends
to be emitted in the same direction as the incoming quark
(antiquark), and thus, in the same direction as the incom-
ing proton (antiproton). The forward-backward asym-
metry in the production is mainly due to positive con-
tributions from the interference between tree-level and
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next-to-leading-order (NLO) box diagrams. It receives
smaller negative contributions from the interference be-
tween initial and final state radiation. The interferences
with electroweak processes increase the asymmetry. In
the SM, the asymmetry is predicted to be ≈ 10% [1–
3]. Within the SM, the longitudinal polarizations of the
top quark and antiquark are due to parity violating elec-
troweak contributions to the production process. The
polarization is expected to be < 0.5% for all choices of
the spin quantization axis [4, 5].
Physics beyond the SM could affect the tt̄ production

mechanism and thus both the forward-backward asym-
metry and the top quark and antiquark polarizations. In
particular, models with a new parity violating interaction
such as models with axigluons [6–9], can induce a large
positive or negative asymmetry together with a sizable
polarization.
The tt̄ production asymmetry, Att̄, is defined in terms

of the difference between the rapidities of the top and
antitop quarks, ∆ytt̄ = yt − yt̄:

Att̄ =
N(∆ytt̄ > 0)−N(∆ytt̄ < 0)

N(∆ytt̄ > 0) +N(∆ytt̄ < 0)
, (1)

where N(X) is the number of events in configuration X .
By definition, Att̄ is independent of effects from the top
quark decay such as top quark polarization. However, it

http://arxiv.org/abs/1411.3007
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FIG. 1: The inclusive asymmetry in pure QCD (black) and
QCD+EW[28] (red). Capital letters (NLO, NNLO) corre-
spond to the unexpanded definition (2), while small letters
(nlo, nnlo) to the definition (3). The CDF/DØ (naive) av-
erage is from Ref. [29]. Error bands are from scale variation
only. Our final prediction corresponds to scenario 10.

ing in eq. (3).] The first definition, eq. (2), uses exact re-
sults in both numerator and denominator of eq. (1), while
the second, eq. (3), is the expansion of the ratio eq. (2) in
powers of αS . (Such an expansion is not, strictly speak-
ing, fully consistent since the αS expansion is performed
after convolution with pdf’s. Nevertheless, following the
existing literature, we consider it as an indication of the
sensitivity of AFB to missing higher order terms.)

In the present letter, we present differential asymme-
tries with the unexpanded definition (2) and without EW
corrections (see figs. 2,3,4). The inclusive asymmetry,
see fig. 1, is computed with both definitions (2) and (3)
including EW corrections. (EW corrections to Di are
neglected since EW effects to the total cross-section are
very small O(1%), see Refs. [57–61].) The numerator
factor NEW is taken from Table 2 in Ref. [28]. (We have
checked that the different pdf and mt used in Ref. [28]
have negligible impact on the QCD numerator N3 and
so we expect the same to hold for NEW.) Only for the
inclusive asymmetry we determine the scale variation by
keeping µR = µF (since the scale dependence of NEW is
published [28] only for µR = µF ). (We have checked that
for the pure QCD corrections to the total asymmetry the
difference with respect to scale uncertainty derived with
µR ̸= µF variation is negligible.) We also note that the
scale variation of AFB is derived from the consistent scale
variation of the ratio, i.e. both numerator and denom-
inator in eqs. (2) and (3) are computed for each scale
value.
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improved readability some bins are plotted slightly narrower.
The highest bin contains overflow events.
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FIG. 3: As in fig. 2 but for the Mtt̄ differential asymmetry.
The highest bin contains overflow events and the lowest bin
includes all events down to the production threshold 2mt.

DISCUSSION AND CONCLUSIONS

In fig. 1 we observe that the central values of the ex-
panded (3) and unexpanded (2) definitions of inclusive
AFB differ significantly at NLO but less so at NNLO.
While the unexpanded definition (2) closely resembles
the experimental setup, the consistency of the two def-
initions within uncertainties renders the question about
the more appropriate choice largely irrelevant. We also
note the small scale error for the expanded AFB defini-
tion (3) in pure QCD at both NLO and NNLO, which
appears too small to be realistic. The inclusion of EW
corrections, however, breaks this pattern and brings the
scale dependence in line with the unexpanded definition

Czakon et al PRL 115, 052001 (2015)

m(tt̄)

35Jeannine Wagner-Kuhr Bonn, 12th January 2012

Charge asymmetry in new physics models

Z': Flavor violating Z' exchanged in            

     t-channel in uu→tt and with right-          

     handed Z'tu couplings

W': W' boson with right-handed                  

      couplings exchanged in t-channel in    

      dd→tt 

Ω4: Color-sextet scalar with right-handed    

      flavor violating tu-couplings and           

      exchanged in u-channel

ω4: Color triplet with flavor violating            

      tu-couplings, right-handed,                   

      exchanged in u-channel in uu→tt 

Gµ: Axigluon, color octet vector with axial    

     couplings

CDF result

J. Aguilar-Saavedra, M. Perez-Victoria, 
arXiv:1105.4606 

LHC charge asymmetry measurement provides complementary information

http://arxiv.org/abs/1211.1003
http://arxiv.org/abs/1405.0421
http://arxiv.org/abs/1203.4211
http://arxiv.org/abs/1411.3007
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Summary: Charge/FB-Asymmetry

TOPLHCWG

EPS-HEP 2015: Measurements of Forward-Backward Asymmetries at the Tevatron Ulrich Husemann 
Institut für Experimentelle Kernphysik (IEKP)

07/25/2015

Top: Inclusive Asymmetry

9

Asymmetry (%)
20− 0 20 400.5−

7.5

arXiv:1507.05666
)-1D0 Combination (9.7 fb  2.8±11.8 

arXiv:1507.05666
)-1D0 Dileptons (9.7 fb  6.3±17.5 

PRD 90, 072011 (2014)
)-1D0 Lepton+jets (9.7 fb  3.0±10.6 

CDF Public Note 11161
)-1CDF Combination (9.4 fb  4.5±16.0 

CDF Public Note 11161
)-1CDF Dilepton (9.1 fb   13±  12 

PRD 87, 092002 (2013)
)-1CDF Lepton+jets (9.4 fb  4.7±16.4 

NLO SM, W. Bernreuther and Z.-G. Si, PRD 86, 034026 (2012)
NNLO SM, M. Czakon, P. Fiedler and A. Mitov, arXiv:1411.3007

tt
FBTevatron A

All inclusive measurements compatible with standard model 
predictions within ≤1.5 standard deviations.

(AFB in %)

EPS-HEP 2015: Measurements of Forward-Backward Asymmetries at the Tevatron Ulrich Husemann 
Institut für Experimentelle Kernphysik (IEKP)

07/25/2015

Top: Differential Asymmetry 

Comparison with state-of-the-art standard model calculations (NNLO+EW) 
Both CDF and DØ: slope parameter α larger than predicted 
Reasonable agreement, largest deviation: CDF lepton+jets analysis (2 SD)

11

 (asymmetry per unit rapidity)α
0.2− 0 0.2 0.4

0.3−

5.6

PRD 90, 072011 (2014)
)-1D0 Lepton+jets (9.7 fb 0.043±0.154 

CDF Public Note 11161
)-1CDF combination (9.4 fb 0.057±0.227 

CDF Public Note 11161
)-1CDF Dilepton (9.1 fb 0.150±0.140 

PRD 87, 092002 (2013)
)-1CDF Lepton+jets (9.4 fb 0.062±0.253 

NNLO SM, M. Czakon, P. Fiedler and A. Mitov, arXiv:1411.3007 & private comm.

αy| slope ∆ vs. |tt
FBTevatron A

20

CDF Run II Preliminary

Bin centroid Att̄
FB Covariance matrix

|�yt| (|�yt|) � 0.156 0.0296 0.0251 0.00732 0.000682 0.000476

L
+
J

|�yt| < 0.5 0.24 0.048

E
ig
en
ve
ct
or
s

-0.018 0.064 -0.012 -0.371 0.904 -0.201

0.5 < |�yt| < 1.0 0.73 0.180 0.001 -0.030 -0.014 -0.840 -0.235 0.487

1.0 < |�yt| < 1.5 1.22 0.356 0.008 -0.440 -0.172 -0.344 -0.281 -0.761

|�yt| > 1.5 1.82 0.477 0.030 -0.830 -0.286 0.193 0.219 0.378

D
IL

|�yt| < 0.5 0.24 0.11 -0.984 -0.087 0.155 0.005 -0.008 0.006

|�yt| > 0.5 1.01 0.13 0.174 -0.322 0.930 -0.023 0.024 -0.021

TABLE VI: Bin centroids and the di↵erential At

¯

t

FB

in the A

t

¯

t

FB

vs. |�y

t

| measurements in both the lepton+jets and
the dilepton final states as well as the corresponding eigenvalues and eigenvectors of the covariance matrix.

|
t

y∆|
0 0.5 1 1.5 2

tt FBA

0.2−

0

0.2

0.4

CDF DIL CDF combination
CDF L+J

arXiv:1411.3007
Czakon, Fiedler, and Mitov
NNLO SM

D0 L+J

CDF Run II Preliminary

FIG. 16: A comparison of the simultaneous fit for the slope ↵ in both the lepton+jets and the dilepton final states
with other Tevatron measurements as well as the NNLO SM predictions [3, 5].

[CDF Note 11161]

CA
-0.1 0 0.1-2

8

ATLAS dilepton  0.009± 0.015 ±0.024 

ATLAS dilepton  0.017± 0.025 ±0.021 

ATLAS l+jets  0.005± 0.010 ±0.006 

CMS dilepton  0.006± 0.010 ±0.009 

CMS dilepton  0.008± 0.017 ±-0.010 

CMS l+jets  0.011± 0.010 ±0.004 
ATLAS+CMS l+jets  0.006± 0.007 ±0.005 

 0.0005  ±0.0123 Theory (NLO+EW)
[PRD 86, 034026 (2012)]

 0.0003  ±0.0070 Theory (NLO+EW)
[PRD 86, 034026 (2012)]

(stat)             (syst)

[PLB 717 (2012) 129]

[JHEP 1402 (2014) 107]

Preliminary

[JHEP 1404 (2014) 191]

[JHEP 05 (2015) 061]

[JHEP 1404 (2014) 191]

[JHEP 05 (2015) 061]

 = 7 TeV  sATLAS+CMS, 
 asymmetrytt

lepton asymmetry

Preliminary
TOPLHCWG, May 2015

stat. uncertainty
total uncertainty

LHC: Good agreement  
statistical uncertainties still large → more data

CDF-11161

Latest Tevatron vs. new NNLO 
D0: consistent, CDF: ~1.5σ 

https://twiki.cern.ch/twiki/bin/view/LHCPhysics/TopLHCWG
http://www-cdf.fnal.gov/physics/new/top/2015/AFB_tt_CDF/index.html
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 (GeV)ttm
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0

0.1

0.2 Data
EAG (1.5 TeV)
EAG (2.0 TeV)
QCD (NLO), B&S
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EAG (1.5 TeV)
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 (8 TeV)-119.7 fb
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EAG: effective axial-
vector coupling gluons

m(tt̄)

y(tt̄)

·• Differential AC measurements (also in fid. phase space) 

·• Template method also exploiting shape of Δ|y| distribution

Charge-Asymmetry at 8 TeV

11

 arXiv:1507.03119 

19

Figure 12: Comparison of results from this analysis (template) with those of the CMS 8 TeV un-
folding analysis [19], and SM predictions from theoretical calculations of Kühn and Rodrigo [8],
Bernreuther and Si [9], POWHEG, and MC@NLO. The shaded bands correspond to 68% and 95%
confidence intervals of the current measurement. The inner bars on the CMS measurements in-
dicate the statistical uncertainty, the outer bars the statistical and systematic uncertainty added
in quadrature.

Most precise result to-date

AC = 0.33 ± 0.26stat ± 0.33syst

arXiv:1508.03862

http://arxiv.org/abs/1507.03119
http://arxiv.org/abs/1508.03862
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Top-Quark Polarisation

12

13

TABLE VI: Measurements of Att̄ and κP for each dileptonic channel corrected for the calibration (for mt = 172.5 GeV). The
statistical correlation between the two measurements arises both from the statistical correlation of the experimental observables
and the correction for the calibration.

Channel Att̄ (%) κP (%)
statistical
correlation (%)

eµ 11.6± 7.8(stat) 12.6± 13.0(stat) −48
ee 26.1± 15.2(stat) 17.5± 26.0(stat) −58
µµ 17.8± 16.7(stat) −22.2± 24.6(stat) −52
Dilepton 15.0± 6.4(stat) 7.0± 10.5(stat) −50

of ∆ytt̄ calibration procedure, we reweight the mc@nlo
sample to reproduce the shape of the differential asym-
metries of each different BSM and SM model consid-
ered. Each of the resulting samples serves as a seed for a
new calibration procedure as described in section VIA2.
The maximum variation in the Att̄ measurement ob-
tained with these new calibrations is taken as system-
atic uncertainty. It is obtained using the shape from the
alpgen + pythia sample and amounts to 1.3%. The
impact of these tests is negligible for κP since only the
∆ytt̄ distribution is modified.
We also perform a closure test using the five differ-

ent BSM models described in section IVB. For each
of the considered BSM models we create test samples
by reweighting the ∆ytt̄ and cos θ± distributions, in the
same way as described in section VIA for mc@nlo sam-
ples. The samples cover a range of values of Att̄ and κP
centered around the data measurement within ±1 statis-
tical standard deviations. These samples are treated as
pseudo-data: We compute the differences between what
would be measured using the nominal calibration and
the true Att̄ and κP of each sample. The maximum Att̄

bias is found for the axigluon m200L sample [40] and
corresponds to a shift of (∆Att̄,∆κP ) = (−2.9%, 2.3%)
obtained for (Att̄,κP ) ≈ (19%, 9%). The maximum
κP bias is found for the axigluon m200A sample [40]
and corresponds to (∆Att̄,∆κP ) = (−1.5%, 2.6%)
for (Att̄,κP ) ≈ (10%, 0%). These two doublets in
(∆Att̄,∆κP ) are taken as uncorrelated systematic un-
certainties. In each of these doublets, the uncertainty on
Att̄ and κP are taken as −100% correlated.

VIII. RESULTS

The measurements and the uncertainties discussed in
the previous sections are summarized by

Att̄ = (15.0± 6.4 (stat)± 4.9 (syst))%,

κP = (7.2± 10.5 (stat)± 4.2 (syst))%, (15)

with a correlation of −56% between the measurements.
The results are presented in Fig. 5. The NLO SM predic-
tion for Att̄ is Att̄ = (9.5±0.7)% [2], while the SM polar-
ization is expected to be small, κP = (−0.19±0.05)% [4].
Our measurement is consistent with the SM prediction

within the 68% confidence level region. In Fig. 5 we over-
lay the expected values for the different axigluon models
of Ref. [40]. As the models are generated with the LO
madgraph generator, we add an asymmetry of 9.5%
arising from the pure SM contributions that is not ac-
counted for by madgraph. The approximation of just
adding the madgraph LO asymmetry to the SM asym-
metry is estimated to be valid at the ≈ 3% level.

 (%)ttA
-30 -20 -10 0 10 20 30
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κ
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Axigluon models
m2000R
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FIG. 5: [color online] Two dimensional visualization of the
Att̄ and κP measurements and comparison with benchmark
axigluon models [40].

We interpret the measurements as a test of the SM,
separately assuming the SM forward-backward asymme-
try of Att̄ = (9.5 ± 0.7)% and the SM polarization of
κP = (−0.19 ± 0.05)%. As we assume the SM, we do
not consider the uncertainty from the dependence on the
physics model. The constraint on Att̄ is applied to the
two-dimensional result of Eq. (15) to obtain the polar-
ization

κP = (11.3± 9.1 (stat)± 1.9 (syst))%. (16)

This result is consistent with the SM expectation at the
1.2 standard deviation level. Applying the constraint on
κP we obtain an asymmetry of

Att̄ = (17.5± 5.6 (stat)± 3.1 (syst))%, (17)

which is consistent with the SM expectation at the 1.3

First measurement of polarization at the Tevatron, 
simultaneously with (anti-correlated) AFB

10

TABLE III: Asymmetry estimates for the cos θ± distributions. The raw asymmetry measurement in the data before background

subtraction, Aℓ±, data
raw , the asymmetry of the background, Aℓ±, bkg

raw , and the measurement once the background contribution has

been subtracted, Aℓ±, data−bkg
raw , are reported. The polarization estimates defined as κP xx

raw =Aℓ+, xx
raw -Aℓ−, xx

raw are also given. All
values are reported in percent, together with their statistical uncertainties.

Channel Aℓ+, data
raw Aℓ+, bkg

raw Aℓ+, data−bkg
raw Aℓ−, data

raw Aℓ−, bkg
raw Aℓ−, data−bkg

raw κP data
raw κP bkg

raw κPraw = κP data−bkg
raw

eµ 5.7± 4.1 0.6± 2.1 6.2± 4.6 −3.3± 4.1 2.6± 2.1 −4.0± 4.6 9.0± 5.8 −2.0± 2.4 10.2± 6.4

ee 13.4± 7.2 −3.2± 2.0 16.5± 8.6 −0.8± 7.2 −0.5± 2.1 −0.9± 8.6 14.2± 10.1 −2.7± 2.3 17.4± 12.0

µµ −9.4± 8.1 3.9± 3.6 −11.5± 9.4 −3.7± 8.1 2.3± 3.5 −4.7± 9.3 −5.7± 11.8 1.5± 3.7 −6.9± 13.7

Dilepton 4.6± 3.3 0.2± 1.3 5.2± 3.7 −2.9± 3.3 1.7± 1.2 −3.5± 3.7 7.5± 4.7 −1.5± 1.4 8.7± 5.3
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FIG. 3: [color online] Estimated distribution of the (a) ∆ytt̄, (b) cos θ+, and (c) cos θ− observables in dilepton events
after subtracting the expected background contribution. Deviations beweeen the background-subtracted data and MC can
be attributed to statistical fluctuations. The background-subtracted data asymmetries and the MC asymmetries extracted
from these distributions are also reported. These raw asymmetries need to be corrected for calibration effects to retrieve the
parton-level asymmetries.

TABLE IV: Measurement of the statistical correlation be-
tween the asymmetry Att̄

raw and the polarization κPrawfor the
data, background, and background subtracted data. Values
are reported in percent, together with their statistical uncer-
tainties.

Channel Data Background Data−Background
eµ 27± 6 9± 3 28± 6
ee 10± 12 9± 3 9± 14
µµ 36± 10 6± 5 39± 12
Dilepton 26± 5 9± 2 28± 5

simplified assumptions used in the matrix element inte-
gration (e.g., leading order ME, no gg → tt̄ ME, only
two jets considered). The relation is inverted to extract
a measurement of Att̄ and κP from the values of Att̄

raw
and κPraw observed in data.

The nominal calibration is determined using a sample
of simulated tt̄ mc@nlo dilepton events. The procedure
is repeated with the samples from the other generators
(see section IVA and IVB) to determine different sys-
tematic uncertainties. We normalize the individual ee,
eµ, and µµ contributions to have the same proportions
as observed in the data samples after subtracting the ex-
pected backgrounds.

A. Samples for calibration

We produce test samples from a nominal MC sample
by reweighting the events according to the true value of
the parton-level ∆ytt̄, cos θ

+, and cos θ−. The reweight-
ing factors are computed as follows.

1. Reweighting of lepton angular distributions

The general expression for the double differential lep-
ton angle distribution is [5]

d2σ

d cos θ+d cos θ−
=

1

2

(

1 + κ+P+ cos θ+ + κ−P− cos θ−

− C cos θ+ cos θ−
)

, (8)

where C is the spin correlation coefficient, which is
≈ 90% in the SM. In the beam basis one has κP ≈
κ+P+ ≈ −κ−P−. We use this relation to reweight a
given MC sample to simulate a target polarization of
κPtest =

1
2 (κ

+P+ − κ−P−).

10

TABLE III: Asymmetry estimates for the cos θ± distributions. The raw asymmetry measurement in the data before background

subtraction, Aℓ±, data
raw , the asymmetry of the background, Aℓ±, bkg

raw , and the measurement once the background contribution has

been subtracted, Aℓ±, data−bkg
raw , are reported. The polarization estimates defined as κP xx

raw =Aℓ+, xx
raw -Aℓ−, xx

raw are also given. All
values are reported in percent, together with their statistical uncertainties.

Channel Aℓ+, data
raw Aℓ+, bkg

raw Aℓ+, data−bkg
raw Aℓ−, data

raw Aℓ−, bkg
raw Aℓ−, data−bkg

raw κP data
raw κP bkg

raw κPraw = κP data−bkg
raw

eµ 5.7± 4.1 0.6± 2.1 6.2± 4.6 −3.3± 4.1 2.6± 2.1 −4.0± 4.6 9.0± 5.8 −2.0± 2.4 10.2± 6.4

ee 13.4± 7.2 −3.2± 2.0 16.5± 8.6 −0.8± 7.2 −0.5± 2.1 −0.9± 8.6 14.2± 10.1 −2.7± 2.3 17.4± 12.0

µµ −9.4± 8.1 3.9± 3.6 −11.5± 9.4 −3.7± 8.1 2.3± 3.5 −4.7± 9.3 −5.7± 11.8 1.5± 3.7 −6.9± 13.7

Dilepton 4.6± 3.3 0.2± 1.3 5.2± 3.7 −2.9± 3.3 1.7± 1.2 −3.5± 3.7 7.5± 4.7 −1.5± 1.4 8.7± 5.3
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FIG. 3: [color online] Estimated distribution of the (a) ∆ytt̄, (b) cos θ+, and (c) cos θ− observables in dilepton events
after subtracting the expected background contribution. Deviations beweeen the background-subtracted data and MC can
be attributed to statistical fluctuations. The background-subtracted data asymmetries and the MC asymmetries extracted
from these distributions are also reported. These raw asymmetries need to be corrected for calibration effects to retrieve the
parton-level asymmetries.

TABLE IV: Measurement of the statistical correlation be-
tween the asymmetry Att̄

raw and the polarization κPrawfor the
data, background, and background subtracted data. Values
are reported in percent, together with their statistical uncer-
tainties.

Channel Data Background Data−Background
eµ 27± 6 9± 3 28± 6
ee 10± 12 9± 3 9± 14
µµ 36± 10 6± 5 39± 12
Dilepton 26± 5 9± 2 28± 5

simplified assumptions used in the matrix element inte-
gration (e.g., leading order ME, no gg → tt̄ ME, only
two jets considered). The relation is inverted to extract
a measurement of Att̄ and κP from the values of Att̄

raw
and κPraw observed in data.

The nominal calibration is determined using a sample
of simulated tt̄ mc@nlo dilepton events. The procedure
is repeated with the samples from the other generators
(see section IVA and IVB) to determine different sys-
tematic uncertainties. We normalize the individual ee,
eµ, and µµ contributions to have the same proportions
as observed in the data samples after subtracting the ex-
pected backgrounds.

A. Samples for calibration

We produce test samples from a nominal MC sample
by reweighting the events according to the true value of
the parton-level ∆ytt̄, cos θ

+, and cos θ−. The reweight-
ing factors are computed as follows.

1. Reweighting of lepton angular distributions

The general expression for the double differential lep-
ton angle distribution is [5]

d2σ

d cos θ+d cos θ−
=

1

2

(

1 + κ+P+ cos θ+ + κ−P− cos θ−

− C cos θ+ cos θ−
)

, (8)

where C is the spin correlation coefficient, which is
≈ 90% in the SM. In the beam basis one has κP ≈
κ+P+ ≈ −κ−P−. We use this relation to reweight a
given MC sample to simulate a target polarization of
κPtest =

1
2 (κ

+P+ − κ−P−).

cos ✓+

cos ✓�

P = 11.3 ± 9.1stat ± 1.9syst % (for AFB = 9.5±0.5%)

 arXiv:1507.05666 
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requires the reconstruction of the tt̄ initial state from the
decay products, which is challenging especially in dilep-
ton channels.

Measurements of Att̄ have been performed in the lep-
ton+jets channels by the CDF [10] and D0 [11] Collabo-
rations. Other asymmetry measurements have been per-
formed using observables based on the pseudo-rapidity
of the leptons from t → Wb → ℓνb decays [12–15]. All
these measurements agree with the SM predictions.

As top quarks decay before they hadronize, their spin
properties are transferred to the decay products. The
top (antitop) polarization P+

n̂ (P−

n̂ ) along a given quan-
tization axis n̂ impacts the angular distribution of the
positively (negatively) charged lepton [5]

dσ

d cos θ±
=

1

2

(

1 + κ±P±

n̂ cos θ±
)

, (2)

where θ+ (θ−) is the angle between the positively (neg-
atively) charged lepton in the top (antitop) rest frame
and the quantization axis n̂, and κ+ (κ−) is the spin
analyzing power of the positively (negatively) charged
lepton, which is close to 1 (−1) at the 0.1% level within
the SM [5]. The polarization terms κ+P+

n̂ (κ−P−

n̂ ) can
be obtained as two times the asymmetry of the cos θ+

(cos θ−) distribution

Aℓ±

n̂ =
N(cos θ± > 0)−N(cos θ± < 0)

N(cos θ± > 0) +N(cos θ± < 0)
. (3)

In the following we use the beam basis, where n̂ is the
direction of the proton beam in the tt̄ zero momentum
frame. Since we only use the beam basis, we omit the
subscript n̂ in the following and define the polarization
observable as:

κP =
1

2

(

κ+P+ − κ−P−
)

= Aℓ+ −Aℓ− . (4)

Polarization effects have been studied at the Tevatron
in the context of the measurements of the leptonic asym-
metries in Ref. [16], but no actual measurement of the
polarization has been performed. Measurements of the
polarization have been conducted for top pair produc-
tion in pp collisions at the Large Hadron Collider at√
s = 7 TeV. These measurements, performed in differ-

ent basis choices, are all consistent with the SM expec-
tations [17, 18].

This article presents a simultaneous measurement of
Att̄ and κP with the D0 detector in the dilepton de-
cay channel. It is based on the full Tevatron integrated
luminosity of 9.7 fb−1 using tt̄ final states with two lep-
tons, ee, eµ, or µµ. We first reconstruct the ∆ytt̄ and
cos θ± distributions employing a matrix element integra-
tion technique similar to that used for the top-quark mass
measurement in the dilepton channel [19]. These distri-
butions are used to extract raw measurements of asym-
metry and polarization, Att̄

raw and κPraw, in data. The
experimental observables Att̄

raw and κPraw are correlated

because of acceptance and resolution effects. Using a
mc@nlo [20, 21] simulation, we compute the relation
between the raw measurements Att̄

raw and κPraw, and the
true parton-level asymmetry and polarization to deter-
mine calibration corrections. We then extract the final
measured values of Att̄ and κP . This is the first mea-
surement of the tt̄ forward-backward asymmetry in the
dilepton channel and the first measurement of the top
quark polarization at the Fermilab Tevatron collider.

II. DETECTOR AND OBJECT
RECONSTRUCTION

The D0 detector used for the Run II of the Fermi-
lab Tevatron collider is described in detail in Refs. [22–
25]. The innermost part of the detector is composed
of a central tracking system with a silicon microstrip
tracker (SMT) and a central fiber tracker embedded
within a 2 T solenoidal magnet. The tracking system
is surrounded by a central preshower detector and a
liquid-argon/uranium calorimeter with electromagnetic,
fine hadronic, and coarse hadronic sections. The central
calorimeter (CC) covers pseudorapidities [26] of |η| !
1.1. Two end calorimeters (EC) extend the coverage to
|η| ! 4.2, while the coverage of the pseudorapidity re-
gion 1.1 ≤ |η| ≤ 1.5, where the EC and CC overlap, is
augmented with scintillating tiles. A muon spectrome-
ter, with pseudorapidity coverage of |η| ! 2, is located
outside the calorimetry and comprises drift tubes and
scintillation counters, before and after iron toroidal mag-
nets. Trigger decisions are based on information from the
tracking detectors, calorimeters, and muon spectrometer.
Electrons are reconstructed as isolated clusters in the

electromagnetic calorimeter and required to spatially
match a track in the central tracking system. They have
to pass a boosted decision tree [27] criterion based on
calorimeter shower shape observables, calorimeter iso-
lation, a spatial track match probability estimate, and
the ratio of the electron cluster energy to track momen-
tum (E/p). Electrons are required to be in the accep-
tance of the electromagnetic calorimeter (|η| < 1.1 or
1.5 < |η| < 2.5).
Muons are identified by the presence of at least one

track segment reconstructed in the acceptance (|η| < 2.0)
of the muon spectrometer that is spatially consistent with
a track in the central tracking detector [28]. The trans-
verse momentum and charge are measured by the curva-
ture in the central tracking system. The angular distance
to the nearest jet, the momenta of charged particles in a
cone around the muon track, and the energy deposited
around the muon trajectory in the calorimeter, are used
to select isolated muons.
Jets are reconstructed from energy deposits in the

calorimeter using an iterative midpoint cone algo-
rithm [29] with a cone radius of R = 0.5 [30]. The jet
energies are calibrated using transverse momentum bal-
ance in γ+jet events [31].
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requires the reconstruction of the tt̄ initial state from the
decay products, which is challenging especially in dilep-
ton channels.
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n̂ cos θ±
)

, (2)
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and the quantization axis n̂, and κ+ (κ−) is the spin
analyzing power of the positively (negatively) charged
lepton, which is close to 1 (−1) at the 0.1% level within
the SM [5]. The polarization terms κ+P+

n̂ (κ−P−

n̂ ) can
be obtained as two times the asymmetry of the cos θ+

(cos θ−) distribution

Aℓ±

n̂ =
N(cos θ± > 0)−N(cos θ± < 0)

N(cos θ± > 0) +N(cos θ± < 0)
. (3)

In the following we use the beam basis, where n̂ is the
direction of the proton beam in the tt̄ zero momentum
frame. Since we only use the beam basis, we omit the
subscript n̂ in the following and define the polarization
observable as:

κP =
1

2

(

κ+P+ − κ−P−
)

= Aℓ+ −Aℓ− . (4)

Polarization effects have been studied at the Tevatron
in the context of the measurements of the leptonic asym-
metries in Ref. [16], but no actual measurement of the
polarization has been performed. Measurements of the
polarization have been conducted for top pair produc-
tion in pp collisions at the Large Hadron Collider at√
s = 7 TeV. These measurements, performed in differ-

ent basis choices, are all consistent with the SM expec-
tations [17, 18].

This article presents a simultaneous measurement of
Att̄ and κP with the D0 detector in the dilepton de-
cay channel. It is based on the full Tevatron integrated
luminosity of 9.7 fb−1 using tt̄ final states with two lep-
tons, ee, eµ, or µµ. We first reconstruct the ∆ytt̄ and
cos θ± distributions employing a matrix element integra-
tion technique similar to that used for the top-quark mass
measurement in the dilepton channel [19]. These distri-
butions are used to extract raw measurements of asym-
metry and polarization, Att̄

raw and κPraw, in data. The
experimental observables Att̄

raw and κPraw are correlated

because of acceptance and resolution effects. Using a
mc@nlo [20, 21] simulation, we compute the relation
between the raw measurements Att̄

raw and κPraw, and the
true parton-level asymmetry and polarization to deter-
mine calibration corrections. We then extract the final
measured values of Att̄ and κP . This is the first mea-
surement of the tt̄ forward-backward asymmetry in the
dilepton channel and the first measurement of the top
quark polarization at the Fermilab Tevatron collider.

II. DETECTOR AND OBJECT
RECONSTRUCTION

The D0 detector used for the Run II of the Fermi-
lab Tevatron collider is described in detail in Refs. [22–
25]. The innermost part of the detector is composed
of a central tracking system with a silicon microstrip
tracker (SMT) and a central fiber tracker embedded
within a 2 T solenoidal magnet. The tracking system
is surrounded by a central preshower detector and a
liquid-argon/uranium calorimeter with electromagnetic,
fine hadronic, and coarse hadronic sections. The central
calorimeter (CC) covers pseudorapidities [26] of |η| !
1.1. Two end calorimeters (EC) extend the coverage to
|η| ! 4.2, while the coverage of the pseudorapidity re-
gion 1.1 ≤ |η| ≤ 1.5, where the EC and CC overlap, is
augmented with scintillating tiles. A muon spectrome-
ter, with pseudorapidity coverage of |η| ! 2, is located
outside the calorimetry and comprises drift tubes and
scintillation counters, before and after iron toroidal mag-
nets. Trigger decisions are based on information from the
tracking detectors, calorimeters, and muon spectrometer.
Electrons are reconstructed as isolated clusters in the

electromagnetic calorimeter and required to spatially
match a track in the central tracking system. They have
to pass a boosted decision tree [27] criterion based on
calorimeter shower shape observables, calorimeter iso-
lation, a spatial track match probability estimate, and
the ratio of the electron cluster energy to track momen-
tum (E/p). Electrons are required to be in the accep-
tance of the electromagnetic calorimeter (|η| < 1.1 or
1.5 < |η| < 2.5).
Muons are identified by the presence of at least one

track segment reconstructed in the acceptance (|η| < 2.0)
of the muon spectrometer that is spatially consistent with
a track in the central tracking detector [28]. The trans-
verse momentum and charge are measured by the curva-
ture in the central tracking system. The angular distance
to the nearest jet, the momenta of charged particles in a
cone around the muon track, and the energy deposited
around the muon trajectory in the calorimeter, are used
to select isolated muons.
Jets are reconstructed from energy deposits in the

calorimeter using an iterative midpoint cone algo-
rithm [29] with a cone radius of R = 0.5 [30]. The jet
energies are calibrated using transverse momentum bal-
ance in γ+jet events [31].

·• Using lepton angular distributions relative to 
quantisation axis (here: beam basis) 

·• Matrix-Element technique for event kinematics

http://arxiv.org/abs/1507.05666
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 W Helicity FractionsW helicity in top production 
!  t�Wb, W: left-, right-handed, or longitudinal helicity 

"  => measure the helicity fractions 
"  W polarization sensitive to non-SM tWb couplings 
"  First measurement using events containing  
    a single top quark 

!  1 lepton + 2 jets (1 b-tag) + ET
miss 
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 W helicity in SM:

 Complements results in pair production
 Similar precision but orthogonal systematic 

uncertainties in single top channels
Signal model & template statistics

W helicityW helicity JHEP 01 (2015) 053

Ain single top production
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single-top 
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FR = -0.018 ± 0.019stat ± 0.011syst
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 Summary: W Helicity Fractions
FR F0

SM expectations [PRD81 (2010) 111503]

Uncertainty: total, stat. only
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Tevatron combination
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Flavour Changing Neutral Currents
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• Search[1] for tt̄ ! WbZq
� Z ! `+`�, W ! `⌫
� Counting experiment in 2D mass window
� Observed limit:

B(t ! qZ) < 5 · 10�4 (7+8TeV)

[1] Phys. Rev. Lett. 112 (2014) 171802
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Figure 3: Expected (filled histogram) and observed (points with error bars) distributions in the signal region after
the final selection is applied for the reconstructed masses of the (a) top quark from the FCNC decay, (b) top quark
from the SM decay and (c) Z boson. For comparison, distributions for the FCNC tt̄ ! bWqZ signal (dashed line),
normalised to the observed 95% CL limit, are also shown. Background statistical uncertainties are represented by
the hatched areas.

The CL for a given signal hypothesis s is defined as [80]:315

1 � CL =

R Xd

0 Ps+b (X )dX
R Xd

0 Pb (X )dX
, (4)

where Ps+b and Pb are the probability density functions obtained from the pseudo-experiments for the316

Xs+b and Xb values, respectively, and are functions of s and b. The limit on the number of signal events317

is determined by finding the value of s corresponding to a CL of 95%. The expected limit is computed by318

replacing Xd with the median of the statistical test for the background hypothesis (Xb).319

The limits on the number of signal events are converted into upper limits on the t ! qZ branching320

fraction using the NNLO+NNLL calculation, and uncertainty, for the tt̄ cross section, and constraining321

BR(t ! bW ) = 1 � BR(t ! qZ ). Table 9 shows the observed limit on BR(t ! qZ ) together with322

the expected limit and corresponding ±1� bounds. These values are calculated using the reference tt̄ !323

bWcZ sample, since it gives a more conservative result than the tt̄ ! bWuZ sample. The smaller b-324

tagged jet multiplicity of the tt̄ ! bWuZ signal sample leads to an improvement of 4% in the limit.325

Figure 4 compares the 95% CL observed limit found in this analysis with the results from other FCNC326

searches performed by the H1, ZEUS, LEP (combined results of the ALEPH, DELPHI, L3 and OPAL327

collaborations), CDF, DØ and CMS collaborations. The results presented in this paper are consistent with328

the ones from the CMS Collaboration.329
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Upper limit on branching ratio:  BR(t→Zq) < 0.07% (95%CL)
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New Physics could enhance FCNC couplings by many orders of magnitude

ACTA Phys. Pol. B 35 (2004)

SM: BR ~ 10-12 … 10-17

BSM: BR ~ 10-5 … 10-9

ATLAS TOPQ-2014-08

·• t→ qZ (3ℓ) 

·• backgrounds from 
control regions
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Figure 4: The BDT output distribution for data, all backgrounds, and tgu (left) and tgc (right).
The Wg+jets and W+jets contributions are estimated from data. The tug and tcg signal samples
are normalized to a cross section of 1 pb. The uncertainty band includes both the statistical and
systematic uncertainties. The statistical part is the dominant contribution.

mined by varying the corresponding quantity. The main sources of systematic uncertainties185

considered in this analysis are listed below.186

• Photon energy scale: to estimate the uncertainty originating from the photon energy187

scale, the photon energy is varied by 1% in barrel and by 3% in the endcap [29].188

• Jet energy scale and jet energy resolution: To account for this, the jet energy resolu-189

tion (JER) in simulated events is smeared based on the measured resolution in data190

[30]. The effect of the uncertainty on the jet energy scale (JES) according to the jet pT191

and h is estimated in the same way as in [30]. These uncertainties are propagated to192

the missing transverse energy and momentum.193

• b-jet identification: the b-tag data-to-simulation scale factors are considered as a194

function of jet pT and h as well as the mistag rates [31]. The correction of the shape195

of the CSV discriminant is included in the analysis.196

• Lepton and Photon identification, isolation and trigger efficiencies: the uncertain-197

ties on muon and photon reconstruction and trigger efficiencies are considered as a198

function of pT and h.199

• Pileup: the uncertainty on the expected average number of pileup interactions is200

considered and applied on all simulated samples.201

• Luminosity: an uncertainty of 2.6% on the integrated luminosity is considered [32].202

• Factorization and renormalization scales: two simulated signal samples with fac-203

torization and renormalization scales multiplied and divided by a factor of two are204

used to estimate the effect of this uncertainty.205

• PDF: the uncertainty from limited knowledge on the parton density functions on the206

signal samples is estimated. The eigenvectors of CTEQ6L1 are used according to the207

PDF4LHC prescription [33].208

• Top quark mass: two simulated signal samples with the top quark mass shifted by209

±2 GeV of the nominal value are used to estimate the effect of the top quark mass210

uncertainty.211

• Signal NLO corrections: an uncertainty of 5% on the next-to-leading order QCD212

corrections of the signal is assumed [34].213
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• Studied[1] in single-top production
� Focus on t ! bµ⌫ decays only
� Signal events identified with BDT

• Separate BDTs trained for t�u and t�c signals

� Observed upper limits:
B(t ! u�) < 1.6 · 10�4

B(t ! c�) < 1.8 · 10�3

[1] CMSPASTOP-14-003

ATLAS TOPQ-2014-08

FCNC: t→(u,c)Z/γ(*)
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Figure 3: Expected (filled histogram) and observed (points with error bars) distributions in the signal region after
the final selection is applied for the reconstructed masses of the (a) top quark from the FCNC decay, (b) top quark
from the SM decay and (c) Z boson. For comparison, distributions for the FCNC tt̄ ! bWqZ signal (dashed line),
normalised to the observed 95% CL limit, are also shown. Background statistical uncertainties are represented by
the hatched areas.

The CL for a given signal hypothesis s is defined as [80]:315

1 � CL =

R Xd

0 Ps+b (X )dX
R Xd

0 Pb (X )dX
, (4)

where Ps+b and Pb are the probability density functions obtained from the pseudo-experiments for the316

Xs+b and Xb values, respectively, and are functions of s and b. The limit on the number of signal events317

is determined by finding the value of s corresponding to a CL of 95%. The expected limit is computed by318

replacing Xd with the median of the statistical test for the background hypothesis (Xb).319

The limits on the number of signal events are converted into upper limits on the t ! qZ branching320

fraction using the NNLO+NNLL calculation, and uncertainty, for the tt̄ cross section, and constraining321

BR(t ! bW ) = 1 � BR(t ! qZ ). Table 9 shows the observed limit on BR(t ! qZ ) together with322

the expected limit and corresponding ±1� bounds. These values are calculated using the reference tt̄ !323

bWcZ sample, since it gives a more conservative result than the tt̄ ! bWuZ sample. The smaller b-324

tagged jet multiplicity of the tt̄ ! bWuZ signal sample leads to an improvement of 4% in the limit.325

Figure 4 compares the 95% CL observed limit found in this analysis with the results from other FCNC326

searches performed by the H1, ZEUS, LEP (combined results of the ALEPH, DELPHI, L3 and OPAL327

collaborations), CDF, DØ and CMS collaborations. The results presented in this paper are consistent with328

the ones from the CMS Collaboration.329

29th July 2015 – 21:39 14

u→tγ

CMS TOP-14-003

LEP, HERA, Tevatron: 
complementary results 

now being superseded by the LHC
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• Search[1] for tt̄ ! WbZq
� Z ! `+`�, W ! `⌫
� Counting experiment in 2D mass window
� Observed limit:

B(t ! qZ) < 5 · 10�4 (7+8TeV)

[1] Phys. Rev. Lett. 112 (2014) 171802

t→qZ  (3ℓ) ZEUS

https://twiki.cern.ch/twiki/bin/view/CMSPublic/PhysicsResultsTOP14003
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• The tgq vertex is studied in single-top production
� t ! gq decays would be too hard to identify in

hadronic environment

• Most stringent limits are from ATLAS[1]

� Signature: gq ! t ! b`⌫
� FCNC signal extracted with NN

• Similar kinematics for tgu and tgc

� Results (observed):
B(t ! ug) < 3.1 · 10�5

B(t ! cg) < 1.6 · 10�4

[1] ATLASCONF-2013-063

FCNC: (u,c)g→t ATLAS-TOPQ-2014-13

·• t-channel single top selection                      
(1ℓ, 1b-tag, Missing ET) 

·• neural net trained to separate FCNC signal 
from SM-background

Upper limit on branching ratios:   
BR(t→ug) <  4⋅10⁻⁵ @ 95% CL 
BR(t→cg) <  17⋅10⁻⁵ @ 95% CL
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6 6 Systematic Uncertainties
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Figure 1: Selected Mgg distribution of data and fit result of the hadronic channel. The blue
dashed line represents the component of the non-resonant diphoton background while the
blue solid line represents the total background. The green and yellow areas represent the re-
gions within one and two standard deviations of the non-resonant diphoton background fit,
respectively.
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Figure 2: Selected Mgg distribution of data and fit result of the leptonic channel. The blue
dashed line represents the component of the non-resonant diphoton background while the
blue solid line represents the total background. The green and yellow areas represent the re-
gions within one and two standard deviations of the non-resonant diphoton background fit,
respectively.

CMS TOP-14-019

FCNC: t→(u,c)H

clusters included in the estimate of Emiss
T and which are not associated with any of

the objects used to reconstruct the final state.

The generator uncertainties are evaluated as follows:

• The uncertainty labelled “ISR/FSR” in Table 4 corresponds to the variation of the

signal acceptance observed at particle level when the parameters governing QCD

initial and final state radiation in PYTHIA6 are varied within the allowed range [78].

• The systematic uncertainty associated with the underlying event modelling is esti-

mated by scaling, in the simulation, the transverse momenta of particles produced at

|η| > 2 within the range allowed by the differences between tunes 6 and re-estimating

the selection efficiency.

5.5 Results

A fit using the likelihood described at the beginning of this section is performed on the

selected data sample, consisting of 50 events in the hadronic channel and one event in the

leptonic channel.
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Figure 5. Distribution of mγγ for the selected events in the hadronic channel. The result of
a fit to the data of the sum of a signal component with the mass of the Higgs boson fixed to
mH = 125.5 GeV and a background component (dashed) described by a second-order polynomial
is superimposed. The small contribution from SM Higgs boson production, included in the fit, is
also shown (difference between the dotted and dashed lines).

The diphoton mass spectrum in the hadronic channel is shown in Fig. 5, together with

the fitted background shape and the signal shape for a Higgs boson mass fixed at 125.5

GeV. The fitted branching ratio is B = 0.22+0.31
−0.26%, which corresponds to a total number

6The particle flow observed in various data samples for |η| < 2 is well described by standard QCD PS

and MI tunes.

– 16 –

Catalogue of standard & exotic processes involving the top quark. 
The ATLAS top physics program is concerned with all of these. 
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CMS upper limits: 
BR(t→cH) < 0.47% obs (0.71% exp)  
BR(t→uH) < 0.42% obs (0.65% exp) 

ATLAS upper limits: 
BR(t→qH) < 0.79% obs (0.51% exp) 

mγγ

mγγ

https://twiki.cern.ch/twiki/bin/view/CMS/PhysicsResultsTOP14019
http://arxiv.org/abs/1403.6293
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Summary: FCNC

19

Overview of results from Tevatron and LHC

Exp.

p
s B(t ! u�) B(t ! c�) Reference

CDF 1.96TeV 3.2 · 10�2 PRL 80 (1998) 2525

CMS 8TeV 1.6 · 10�4 1.8 · 10�3 CMS TOP-14-003

B(t ! uZ) B(t ! cZ)

CDF 1.96TeV 3.7 · 10�2 PRL 101 (2008) 192002

DØ 1.96TeV 3.2 · 10�2 PLB 701 (2011) 313

ATLAS 7TeV 7.3 · 10�3 JHEP 09 (2012) 139

CMS 7TeV 5.1 · 10�3 1.1 · 10�1 CMS TOP-12-021

CMS 7+8TeV 5 · 10�4 PRL 112 (2014) 171802

ATLAS 8TeV 7 · 10�4 ATLAS TOPQ-2014-08

B(t ! ug) B(t ! cg)
CDF 1.96TeV 3.9 · 10�4 5.7 · 10�3 PRL 102 (2009) 151801

DØ 1.96TeV 2.0 · 10�4 3.9 · 10�3 PLB 693 (2010) 81

ATLAS 7TeV 5.7 · 10�5 2.7 · 10�4 PLB 712 (2012) 351

ATLAS 8TeV 3.1 · 10�5 1.6 · 10�4 ATLAS CONF-2013-063

CMS 7TeV 3.6 · 10�4 3.4 · 10�3 CMS TOP-14-007

ATLAS 8TeV 4 · 10�5 1.7 · 10�4 ATLAS TOPQ-2014-13

B(t ! uH) B(t ! cH)

ATLAS 7+8TeV 7.9 · 10�3 JHEP 06 (2014) 008

CMS 8TeV — 5.6 · 10�3 PRD90 (2014) 112013

CMS 8TeV — 9.3 · 10�3 CMS TOP-13-017

CMS 8TeV 4.2 · 10�3 4.7 · 10�3 CMS TOP-14-019

I
Getting closer to some BSM models

I E. g. in flavour-violating 2HDM one can expect[1]

branching ratios

B(t ! cg) ⇠ 10�4, B(t ! cH) ⇠ 10�3

[1] Aguilar-Saavedra, Acta Phys. Polon. B35 (2004) 2695 and refs. therein

Getting close to BSM scenarios
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Definition of mtop

If Γtop were < 1 GeV, top would 
hadronize before decaying. Same as b-
quark

T
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But Γtop is > 1 GeV, top decays before 
hadronizing. Extra antiquarks must be 
added to the top-quark decay final state 
in order to produce the physical state 
whose mass will be measured

As a result, Mexp is not equal to mpoletop, 
and will vary in each event, depending 
on the way the event has evolved. 

The top mass extracted in hadron 
collisions is not well defined below a 
precision of O(Γtop)~ 1 GeV
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Goal: 
- correctly quantify the systematic uncertainty
- identify observables that allow to validate the 
theoretical modeling of hadronization in top 
decays
- identify observables less sensitive to these 
effects

q

q
_

mt = Flattice/potential models (mT, αQCD)

2 Update of the global electroweak fit 9
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Figure 2: Contours at 68% and 95% CL obtained from scans of MW versus mt (top) and MW versus sin2✓`e↵
(bottom), for the fit including MH (blue) and excluding MH (grey), as compared to the direct measurements
(vertical and horizontal green bands and ellipses). The theoretical uncertainty of 0.5 GeV is added to the
direct top mass measurement. In both figures, the corresponding direct measurements are excluded from
the fit. In the case of sin2✓`e↵ , all partial and full Z width measurements are excluded as well (except in
case of the orange prediction), besides the asymmetry measurements.

·•Quark mass is scheme-dependent 
·•Pole-mass: viewing top quark as a free parton 

·•Other schemes, e.g. MS scheme give different values 

·•Difference between ‘direct’ MC mass and pole 
mass estimated to be O(1) GeV 

·•‘Direct’ mass measurements 
·•Reconstruct mtop(rec) and extract mtop(MC) 

·•Experimentally most precise, limited by 

·•(Flavour-dependent) jet energy scale uncertainties 

·•Final state modeling: hadronization, fragmentation, 
colour reconnection 

·•‘Alternative’ mass measurements 
·•Complementary (experimental or theoretical) 

uncertainties 

·•Comparison/combination with ‘direct’ mass 
measurements can reduce uncertainties further

 Top-Quark Mass

20

arXiv:1407.3792

mWA ± O(1 GeV)

_

http://arxiv.org/1407.3792
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mtop(MC): CMS
·•‘2D’ likelihood fit to extract mtop and light-quark jet energy scale from W-mass constraint 

Z+b

all jets

mtop = 172.38 ± 0.10stat ± 0.65syst GeV

CMS TOP-14-015 CMS Run-I combination:
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CMS TOP-14-002

https://twiki.cern.ch/twiki/bin/view/CMSPublic/PhysicsResultsTOP14002
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mtop(MC): CMS
·•‘2D’ likelihood fit to extract mtop and light-quark jet energy scale from W-mass constraint 
·•b-jet energy scale cross checked using Z+b

Z+b

all jets

mtop = 172.38 ± 0.10stat ± 0.65syst GeV

CMS TOP-14-015 CMS Run-I combination:

4 4 Measurement strategy

RpT =
pjet

T
pZ

T
(1)

Figure 2 (left) shows the distribution of the pT-Balance variable for data and MC simulation.

p_T-balanceR
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

ev
en

ts

0

500

1000

1500

2000

2500

3000 Data
Z+b
Z+c
Z+l
Others
tt

 > 30 GeVZ
T

 < 0.3, pα

p_T-balanceR
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

DA
TA

/M
C

0.5

1

1.5

 (8 TeV)-119.7 fbCMS Preliminary

MPFR
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

ev
en

ts

0

500

1000

1500

2000

2500
Data
Z+b
Z+c
Z+l
Others
tt

 > 30 GeVZ
T

 < 0.3, pα

MPFR
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

DA
TA

/M
C

0.5

1

1.5

 (8 TeV)-119.7 fbCMS Preliminary

Figure 2: RpT (left) and RMPF (right) distributions for the b-tagged case; the mean of this dis-
tribution is extracted for data and Monte Carlo simulation to compute the response. The MC
distribution is normalized to the total number of events in data.

4.2 Missing ET Projection Fraction

The Missing ET Projection Fraction method (extensively used at the Tevatron [19]) is based on
the fact that Z+jets events have no intrinsic /ET and that, at parton level, the Z boson momentum
is perfectly balanced by the hadronic recoil in the transverse plane.

~pZ
T + ~precoil

T = 0 (2)

For reconstructed objects, this equation can be re-written as:

~pZ
T + Rrecoil~precoil

T = � ~/ET (3)

where Rrecoil is the detector response of the hadronic recoil. Solving the two above equations
for Rrecoil gives

Rrecoil = 1 +
~/ET · ~pZ

T
(pZ

T)
2 ⌘ RMPF. (4)

CMS JME-13-001

Ccorr = 0.998 ± 0.004 stat ± 0.004 sys

b-jet energy scale correction
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CMS TOP-14-002

https://twiki.cern.ch/twiki/bin/view/CMSPublic/PhysicsResultsJME13001
https://twiki.cern.ch/twiki/bin/view/CMSPublic/PhysicsResultsTOP14002
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mtop(MC): ATLAS

23

arXiv: 1503.05427
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(d) Rreco
bq , at least two b-tagged jets
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Figure 3: Distributions of mreco
W (left) and Rreco

bq (right) in the tt̄ ! lepton+jets channel and their template paramet-
erisations for the signal, composed of simulated tt̄ and single top quark production events. The expected sensitivity
of mreco

W and Rreco
bq are shown for events with at least two b-tagged jets. Figures (a, b) report the distributions for

di↵erent values of the input mtop (167.5, 172.5 and 177.5 GeV). Figures (c, d) and (e, f) show the mreco
W and Rreco

bq
distribution for mtop =172.5 GeV, obtained with JSF or bJSF of 0.95, 1.00 and 1.05, respectively. Each distribution
is overlaid with the corresponding probability density function from the combined fit to all templates.
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·• 3D template fit to mtop, jet energy scale and b-jet energy scale

ℓ+jets

·• Rbqrec: sensitive to b-jet energy scale 
·• insensitive to light-quark jet energy scale and mtop

fractions fixed. The individual systematic uncertainties and the correlations are discussed in Sect. 7 and
Sect. 8, respectively. The band shown is the envelope of all probability density functions obtained from
500 pseudo-experiments varying the parameters. Within this band, the data are well described by the
fitted probability density function.

For the tt̄ ! lepton+jets analysis, the measured values of the three observables (m`+jets
top , JSF, and bJSF),

together with two-dimensional statistical uncertainty contours (±1�), including the statistical components
from the JSF and bJSF determination, are shown in Fig. 5(a–c). Correspondingly, the likelihood profile
as a function of mdil

top is reported in Fig. 5(d), for the sample with one b-tagged jet, the sample with two
b-tagged jets and the combined tt̄ ! dilepton result. These results demonstrate the good agreement
between the parameter values measured in the samples with di↵erent b-tagged jet multiplicities.
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Figure 4: The fitted distributions in the data, showing (a) mreco
top , (b) mreco

W , (c) Rreco
bq , and (d) mreco

`b . The fitted prob-
ability density functions for the background alone and for signal-plus-background are also shown. The uncertainty
bands indicate the total uncertainty on the signal-plus-background fit obtained from pseudo-experiments as ex-
plained in the text. Figures (a-c) refer to the tt̄ ! lepton+jets analysis, figure (d) to the tt̄ ! dilepton analysis.
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fractions fixed. The individual systematic uncertainties and the correlations are discussed in Sect. 7 and
Sect. 8, respectively. The band shown is the envelope of all probability density functions obtained from
500 pseudo-experiments varying the parameters. Within this band, the data are well described by the
fitted probability density function.

For the tt̄ ! lepton+jets analysis, the measured values of the three observables (m`+jets
top , JSF, and bJSF),

together with two-dimensional statistical uncertainty contours (±1�), including the statistical components
from the JSF and bJSF determination, are shown in Fig. 5(a–c). Correspondingly, the likelihood profile
as a function of mdil

top is reported in Fig. 5(d), for the sample with one b-tagged jet, the sample with two
b-tagged jets and the combined tt̄ ! dilepton result. These results demonstrate the good agreement
between the parameter values measured in the samples with di↵erent b-tagged jet multiplicities.
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Figure 4: The fitted distributions in the data, showing (a) mreco
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`b . The fitted prob-
ability density functions for the background alone and for signal-plus-background are also shown. The uncertainty
bands indicate the total uncertainty on the signal-plus-background fit obtained from pseudo-experiments as ex-
plained in the text. Figures (a-c) refer to the tt̄ ! lepton+jets analysis, figure (d) to the tt̄ ! dilepton analysis.
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mtop(MC): ATLAS

24

mtop = 172.99 ± 0.48stat ± 0.78syst GeV

·• 3D template fit to mtop, jet energy scale and b-jet energy scale

Will benefit from more statistics at 8 TeV and Run-II

fractions fixed. The individual systematic uncertainties and the correlations are discussed in Sect. 7 and
Sect. 8, respectively. The band shown is the envelope of all probability density functions obtained from
500 pseudo-experiments varying the parameters. Within this band, the data are well described by the
fitted probability density function.

For the tt̄ ! lepton+jets analysis, the measured values of the three observables (m`+jets
top , JSF, and bJSF),

together with two-dimensional statistical uncertainty contours (±1�), including the statistical components
from the JSF and bJSF determination, are shown in Fig. 5(a–c). Correspondingly, the likelihood profile
as a function of mdil

top is reported in Fig. 5(d), for the sample with one b-tagged jet, the sample with two
b-tagged jets and the combined tt̄ ! dilepton result. These results demonstrate the good agreement
between the parameter values measured in the samples with di↵erent b-tagged jet multiplicities.
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Figure 4: The fitted distributions in the data, showing (a) mreco
top , (b) mreco

W , (c) Rreco
bq , and (d) mreco

`b . The fitted prob-
ability density functions for the background alone and for signal-plus-background are also shown. The uncertainty
bands indicate the total uncertainty on the signal-plus-background fit obtained from pseudo-experiments as ex-
plained in the text. Figures (a-c) refer to the tt̄ ! lepton+jets analysis, figure (d) to the tt̄ ! dilepton analysis.
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ATLAS Combination

fractions fixed. The individual systematic uncertainties and the correlations are discussed in Sect. 7 and
Sect. 8, respectively. The band shown is the envelope of all probability density functions obtained from
500 pseudo-experiments varying the parameters. Within this band, the data are well described by the
fitted probability density function.

For the tt̄ ! lepton+jets analysis, the measured values of the three observables (m`+jets
top , JSF, and bJSF),

together with two-dimensional statistical uncertainty contours (±1�), including the statistical components
from the JSF and bJSF determination, are shown in Fig. 5(a–c). Correspondingly, the likelihood profile
as a function of mdil

top is reported in Fig. 5(d), for the sample with one b-tagged jet, the sample with two
b-tagged jets and the combined tt̄ ! dilepton result. These results demonstrate the good agreement
between the parameter values measured in the samples with di↵erent b-tagged jet multiplicities.
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Figure 4: The fitted distributions in the data, showing (a) mreco
top , (b) mreco

W , (c) Rreco
bq , and (d) mreco

`b . The fitted prob-
ability density functions for the background alone and for signal-plus-background are also shown. The uncertainty
bands indicate the total uncertainty on the signal-plus-background fit obtained from pseudo-experiments as ex-
plained in the text. Figures (a-c) refer to the tt̄ ! lepton+jets analysis, figure (d) to the tt̄ ! dilepton analysis.
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fractions fixed. The individual systematic uncertainties and the correlations are discussed in Sect. 7 and
Sect. 8, respectively. The band shown is the envelope of all probability density functions obtained from
500 pseudo-experiments varying the parameters. Within this band, the data are well described by the
fitted probability density function.

For the tt̄ ! lepton+jets analysis, the measured values of the three observables (m`+jets
top , JSF, and bJSF),

together with two-dimensional statistical uncertainty contours (±1�), including the statistical components
from the JSF and bJSF determination, are shown in Fig. 5(a–c). Correspondingly, the likelihood profile
as a function of mdil

top is reported in Fig. 5(d), for the sample with one b-tagged jet, the sample with two
b-tagged jets and the combined tt̄ ! dilepton result. These results demonstrate the good agreement
between the parameter values measured in the samples with di↵erent b-tagged jet multiplicities.
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`b . The fitted prob-
ability density functions for the background alone and for signal-plus-background are also shown. The uncertainty
bands indicate the total uncertainty on the signal-plus-background fit obtained from pseudo-experiments as ex-
plained in the text. Figures (a-c) refer to the tt̄ ! lepton+jets analysis, figure (d) to the tt̄ ! dilepton analysis.
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parameters used for the kinematic reconstruction of tt̄
events and for the maximum likelihood fit to reduce the
expected statistical uncertainty. At each step, we verify
through MC simulations that the optimization does not
increase the systematic uncertainty.

All neutrino solutions and jet assignments yield mass
estimators such as µω that are correlated with mt. How-
ever, the correlation is substantially greater, and µω val-
ues are less biased, when the correct jet assignments and
solutions of neutrino momenta are chosen. Since now
mt has been measured with high precision [18], we can
optimize the range of mh

t based on known values of mt.
Considering a wide range in mh

t causes incorrect config-
urations to overwhelm the correct configuration, thereby
worsening the mass resolution. Likewise, scanning over
too narrow a range biases the background and worsens
the mass sensitivity by causing tt̄ and background distri-
butions to be similar. Examination of a two-dimensional
grid of upper and lower limits of the mass range yields the
optimal range of mh

t = 115 to 220 GeV in 1 GeV steps.
The value of σ̸Eu

T j
also has a noticeable impact on the

expected precision of the analysis. Properly accounting
for the full difference between the calculated and mea-
sured E̸T , including effects such as mismatches between
the true neutrino pT and that taken from finite binning
of the neutrino rapidity distributions, or the difference
in the number of jets used to derive the calculated and
measured E̸T , requires that we optimize the value of the
E̸T resolution parameter. We scan σ̸Eu

T j
for a wide range

from 7 to 100 GeV and find 25 GeV is optimal. Com-
bined, these optimizations improve the expected com-
bined statistical uncertainty on mt by 11% compared to
the parameters in Ref [14].

C. Efficiency of Kinematic Reconstruction and
Event Yields

Events used in the analysis must have at least one pair
of neutrino solutions for at least one mh

t value. The
efficiency for this kinematic reconstruction is over 99%
for tt̄ events, and 91% to 98% for the background. In
the final sample, a total of 336, 113, and 109 events in
the eµ, ee, and µµ channels, respectively, pass the kine-
matic reconstruction. The expected sum of tt̄ and back-
ground yields and their corresponding asymmetric total
uncertainties (stat⊕syst) are 298.1+22.1

−27.2, 106.5
+10.4
−11.6, and

103.5+7.4
−9.1 events for the eµ, ee, and µµ channels, respec-

tively. The distributions of the mass estimator µω in a
preselected sample, omitting requirements on b tagging,
E̸T , E̸T significance, and HT , are shown in Fig. 1(a). The
tt̄ component is evident in the preselected data. The mass
dependence of the µω distribution is given in Fig 1(b) for
three mMC

t mass points with all selections applied.

FIG. 1. The distribution in the mass estimator, µw, for the
combination of the ee, eµ, and µµ channels for (a) the prese-
lected sample and (b) the final event sample. The MC events
are normalized separately to the number of observed events
in data in each channel. The ratios show the total number of
observed events divided by the number of expected events in
a given bin of µw for mMC

t = 172.5 GeV. The band of system-
atic uncertainty is shown as the shaded area in the ratio plots,
which includes contributions from the dominant sources: jet
energy scale, lepton identification, lepton momentum scale,
luminosity, b quark modeling, initial and final state radiation,
color reconnection, as well as hadronization and higher-order
QCD effects for tt̄ events.

VII. EXTRACTING THE TOP QUARK MASS

A. Maximum Likelihood

We perform a binned maximum likelihood fit to the
extracted moment distributions [µω,σω ] in data. Ex-
pected probability densities are calculated using the MC
samples for each of the 16 mt points, yielding a two-
dimensional probability density hS(µω ,σω|mMC

t ) distri-
bution parametrized by mt. Background samples are
used to construct a background template for each chan-
nel, hB(µω ,σω), with each background contributing ac-
cording to its expected yield. Bins in signal templates

·•Include multiple kinematic solutions, using weights 
from expected neutrino spectra.

mtop(MC): CDF and D0

25

arXiv:1508.03322

mtop = 173.32 ± 1.36stat ± 0.85syst GeV

2ℓ channel

·•Reconstruct two observables 

·•mtop(reco): from full kinematic reconstruction  

·•mlb(alt): dampen dependence on jet-energy scale

mtop = 171.5 ± 1.9stat ± 2.5syst GeV

PRD 92 032003

http://arxiv.org/abs/1508.03322
http://arxiv.org/abs/1505.00500
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EPS Vienna July 27, 2015 22

Top Mass LHC

Perhaps some tension

Tevatron 174.34 ± 0.64 GeV

CMS 172.38 ± 0.65 GeV
ATLAS 172.99 ± 0.91 GeV

Summary: mtop(MC)

Work towards next world combination has started

TOPLHCWG

)2 (GeV/ctM
165 170 175 180 185
0

9

CDF March’07 2.66±     12.40  2.20)±1.50 ±(

Tevatron combination * 0.64±     174.34  0.52)±0.37 ±(

  syst)± stat  ±(

DØ-II lepton+jets 0.76±     174.98  0.63)±0.41 ±(

CDF-II lepton+jets 1.12±     172.85  0.98)±0.52 ±(

CDF-II MET+Jets 1.85±     173.93  1.36)±1.26 ±(

CDF-II alljets * 1.95±     175.07  1.19)±1.55 ±(

DØ-II dilepton 2.80±     174.00  1.49)±2.36 ±(

CDF-II dilepton * 3.26±     170.80  2.69)±1.83 ±(

Mass of the Top Quark

(* preliminary)July 2014

/dof = 10.8/11 (46%)2χ

(Run I and Run II)

arXiv:1407.2682

mtop = 174.34 ± 0.64syst GeV

Tevatron Combination

mtop = 172.99 ± 0.91syst GeV

ATLAS CombinationCMS Combination

mtop = 172.38 ± 0.65syst GeV

https://twiki.cern.ch/twiki/bin/view/LHCPhysics/TopLHCWG
http://arxiv.org/abs/1407.2682
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Mass from Single Top
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Figure 6: Fitted m(ℓb) distribution in data with the normalisation and mtop being the best fit values. The
relative mixture for the dominant single top t-channel production process and the other top processes,
dominated by tt̄, are shown in light and dark blue, respectively, and correspond to the values determined
in [49]. The inset shows the −2 lnL profile as a function of the top quark mass.

9 Results

The result of the fit to 2012 ATLAS data in topologies enhanced with t-channel single top quarks events
is:

mtop = 172.2 ± 0.7 (stat.) ± 2.0 (syst.) GeV.

The distribution of m(ℓb) in the full dataset together with the corresponding fitted probability density
functions for the signal and background is shown in Figure 6. The overall normalisation, the background
normalisation, and the quoted top quark mass are taken from the fit. The relative mixture for the dom-
inant single top t-channel production process and the other top processes, dominated by tt̄, are shown
in corresponds to the values determined in [49]. The inset shows the corresponding −2 lnL profile as a
function of the top quark mass.

The result has a total uncertainty of about 2 GeV which is dominated by systematic uncertainties. The
largest contribution comes from JES uncertainties and the modelling of the t-channel process. Due to
the ℓ + 2-jet channel selection there is no statistical correlation between the dataset used in this analysis
and any other analysis performed using the tt̄ final state. The selection with exactly one tagged plus
one untagged jet present in the final state leads to a reduced combinatorial background and better mass
resolution compared to the tt̄ → lepton+jets or the tt̄ all hadronic decay channels. The presence of only
one neutrino is an advantage with respect to the tt̄ → dilepton decay channel where the assignment of the
missing transverse momentum to the neutrinos is ambiguous. These advantages in terms of systematics
are complementary to the advantages of other channels, e.g. the smaller contributions from backgrounds,
indicating good prospects for combined measurements in the future.

16

mtop = 172.2 ± 0.7 stat ± 2.0 syst GeV

·•‘Alternative’ mass measurements: different 
(experimental or theoretical) uncertainties 
·•Comparison/combination with ‘direct’ mass 

measurements can reduce uncertainties 
further

Different color reconnection process 
and different scale uncertainties m(l b) [GeV]
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Single top t-channel
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mt = 172.2 ± 0.7(stat) ± 2.0(syst) GeV 

ATLAS-CONF-2014-055 (Sep ’14)
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q q′

W

b t

1 lepton + MET + 1 b + 1 light
Neural network enriches t-channel
mt using mlb template

Different sensitivity to uncertainties:

less combinatorial background, single ν 
(although more backgrounds overall)

different color reconnection and 
different Q2 scale 

statistically independent sample

Dominant uncertainties similar to dilepton:
JES (1.5 GeV)
hadronisation (0.7 GeV)
backgrounds (0.6 GeV)

ATLAS-CONF-2014-055

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2014-055/
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8 6 Results on the top-quark mass

Observable m1D
t c2 JSF c2 m2D

t c2 Ndf
DRqq 2.87 3.66 0.83 3
pT,t,had 0.89 12.03 5.76 4
|ht,had| 5.56 1.22 1.14 3
H4

T 6.19 9.18 7.54 4
mtt 2.16 4.69 4.22 5
pT,tt 1.02 1.22 1.33 4
Jet multiplicity 4.24 0.10 1.16 2
pT,b,had 2.57 5.80 2.17 4
|hb,had| 1.15 0.08 0.72 2
DRbb 0.37 1.63 1.77 3
p1

T,q,had 4.04 8.39 1.28 4���h1
q,had

��� 3.36 3.79 6.27 2
pT,W,had 1.59 8.06 1.60 4
|hW,had| 1.41 1.09 1.35 3
Total 37.43 60.94 37.15 47

Table 2: Summary for the measurement of mt and JSF as a function of kinematic observables.

to the data uncertainties. These include the jet energy scale (pT-, h- and flavor-dependent), jet
energy resolution, pileup, renormalization/factorization scale, and ME-PS matching threshold.
The systematic uncertainties are assumed to be correlated among all bins, so that constant
shifts cancel out by subtracting the mean value. The difference plots in the bottom panels
compare data and MADGRAPH with the PYTHIA Z2⇤ tune, which is the simulation used for the
determination of the final result.

We look for the effects of color reconnection due to the color field between the quarks from the
hadronic W decay and in the color field between the top quarks and the spectator partons. For
the hadronic W, the opening angles between the jets in terms of the separation in h-f space,
DR, are shown in Fig. 3. In addition, the dependence of the results on the pT and h of the
hadronically decaying top quark is studied, see Figs. 4 and 5 respectively.

Table 2 summarizes the results for all studied observables. For each measurement of mt and JSF
as a function of a kinematic observable, the level of agreement between data and the default tt
simulation (MADGRAPH with PYTHIA Tune Z2⇤) is quantified by a c2 = Â (data - sim)2 /s2,
where s denotes the quadratic sum of systematic and statistical uncertainties in each bin.
Within the precision of the current data, the kinematic dependences are well described for
most observables by the predictions of the simulations. The measurements of m1D

t and JSF are
independent of each other and therefore, neglecting possible correlations between the observ-
ables, a global c2/ndf = 93.67/94 is obtained, where the global number of degrees of freedom
is obtained from summing ndf = Nbins � 1 over all considered observables. This results in a
c2 probability of 49%. The differential measurement of m2D

t yields a global c2/ndf = 37.15/47
and a c2 probability of 85%.

The distributions for the additional observables listed in Table 2 can be found in the Ap-
pendix A. They are shown in Figs. 8-18.

6 Results on the top-quark mass

Applying the ideogram method on data, we measure mt = 171.83 ± 0.26 (stat.+JSF) GeV in the
muon channel and mt = 172.27 ± 0.27 (stat.+JSF) GeV in the electron channel. The simultane-

0 100 200 300 400

> 
[G

eV
]

1D t
 - 

<m
1D t

m

-1

0

1

2

3

4
Data

MG, Pythia Z2*

Powheg, Pythia Z2*

MG, Pythia P11

MG, Pythia P11noCR

MC@NLO, Herwig 6

 = 8 TeV, l+jetss,  -1CMS Preliminary, 19.7 fb

[G
eV

]

 [GeV]
T,t,had

p
0 100 200 300 400da

ta
 - 

M
G

 Z
2*

 

-1
0
1

Definition of mtop

If Γtop were < 1 GeV, top would 
hadronize before decaying. Same as b-
quark

T
p1

pn

t

q

m2
T =

0

@
X

i=1,...,n

pi

1

A
2

But Γtop is > 1 GeV, top decays before 
hadronizing. Extra antiquarks must be 
added to the top-quark decay final state 
in order to produce the physical state 
whose mass will be measured

As a result, Mexp is not equal to mpoletop, 
and will vary in each event, depending 
on the way the event has evolved. 

The top mass extracted in hadron 
collisions is not well defined below a 
precision of O(Γtop)~ 1 GeV

pn

b

Wt

B
p1

q

q
_

_

t
_

g

M2
exp

=

0

@
X

i=1,...,n

p
i

1

A
2

Goal: 
- correctly quantify the systematic uncertainty
- identify observables that allow to validate the 
theoretical modeling of hadronization in top 
decays
- identify observables less sensitive to these 
effects

q

q
_

mt = Flattice/potential models (mT, αQCD)

28

2 4 6

> 
[G

eV
]

1D t
 - 

<m
1D t

m

-6
-4
-2
0
2
4
6
8

10
Data

MG, Pythia Z2*

Powheg, Pythia Z2*

MG, Pythia P11

MG, Pythia P11noCR

MC@NLO, Herwig 6

 = 8 TeV, l+jetss,  -1CMS Preliminary, 19.7 fb

[G
eV

]

qqRΔ
2 4 6da

ta
 - 

M
G

 Z
2*

 

-2
0
2

CMS TOP-14-001

Altogether 14 different distributions        
have been measured to ensure that 
models describe behaviour of data 

throughout phase space

·•Determine kinematic dependence of measurement:                   
pin down those (non-)perturbative corrections that would lead 
to differences 

·•Select distributions with sensitivity to 
·•Color reconnection 

·•ISR/FSR 

·•b-quark kinematics

ℓ+jets

mtop(MC): CMS ℓ+jets

https://twiki.cern.ch/twiki/bin/view/CMSPublic/PhysicsResultsTOP14001


 Andreas B. Meyer                                                                              Top Quark Properties                                                                           LP2015, Ljubljana, 20 August 2015                                            

Top quark pole mass (GeV)
160 170 180 190

 (p
b)

tt
σ

2

4

6

8

10

12

14

+X)t t→p(pσMeasured 

σMeasured dependence of 

NNLO+NNLL

Top quark pole mass (GeV)
160 170 180 190

 (p
b)

tt
σ

2

4

6

8

10

12

14
-1DØ, L=9.7 fb 

·•inclusive cross section (NNLO)       
dependent on top-quark pole mass

Pole Mass

29

D0 conf 6453 (2015)
mtop = 169.5 +3.3-3.4tot GeV

Precision limited in part by theoretical uncertainties

)parton level (
s

ρ

) s
ρ,

p
o

le
t

m(
R

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

Data

=
pole

t
+1-jet@NLO+PS for mtt

170 GeV
175 GeV
180 GeV
173.7 GeV (best fit)

ATLAS

-1=7 TeV, 4.6 fbs

)parton level (
s

ρ

0 0.2 0.4 0.6 0.8 1

 
b

e
st

 f
it

R
 /

 
R 0.7

1

1.3

Figure 4: R-distribution at parton level corrected for detector and hadronization e↵ects after the background sub-
traction as a function of ⇢s (m0 = 170 GeV). The predictions of the tt̄ + 1-jet calculation at NLO+PS using three
di↵erent masses (mpole

t =170, 175 and 180 GeV) are shown together with the result of the best fit to the data, mpole
t

=173.7±1.5 (stat.) GeV. The black points correspond to the data. In the lower part of the figure, the ratios of the
di↵erent R-distributions to the one corresponding to the best fit are shown. The shaded area indicates the statistical
uncertainty.

a function of the input mass. In the range studied here, all fit results are compatible with the input values
within their statistical uncertainties.

Existing generated samples with Powheg + Herwig 6 including full ATLAS simulation were used to
make the correction of the data without using the intermediate state of the tt̄+g system. This cross-
check allowed investigations of potential biasses introduced by this step. When using this sample the
correction procedure was tested including and excluding the tt̄+g intermediate state. The two methods
gave compatible results within ⇠0.1 GeV for mpole

t , well within the statistical precision of the test, ⇠0.25
GeV.
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mpole = 173.7 ± 1.5stat ± 1.4syst +1.0-0.5theory GeV
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in the following) and normalized. The top-quark pole mass is then extracted through a fit to the data us-
ing the predicted normalized di↵erential tt̄ + 1-jet cross section from a next-to-leading-order calculation
combined with parton showering (NLO+PS) [14, 17–19].

2 Definition of the observable

The method to extract the top-quark pole mass followed here, proposed in ref. [14], exploits the fact that
the top-quark mass dependence of the tt̄ + 1-jet cross section, �tt̄+1-jet, is enhanced in the phase-space
region relatively close to the tt̄+1-jet production threshold. This method uses the predictions for tt̄+1-jet
production at hadron colliders at NLO accuracy reported in refs. [17, 18]. A well-defined top-quark pole
mass can be extracted by comparing these calculations with the measurement of the normalized tt̄ + 1-jet
cross section in pp collisions as a function of the inverse of the invariant mass pstt̄+1-jet of the tt̄ + 1-jet
system:

R(mpole
t , ⇢s) =

1
�tt̄+1-jet

d�tt̄+1-jet

d⇢s
(mpole

t , ⇢s), (1)

where ⇢s is defined as

⇢s =
2m0pstt̄+1-jet

, (2)

and m0 is an arbitrary constant of the order of the top-quark mass. Here and in the following, m0 =

170 GeV is used. The anti-kt jet reconstruction algorithm [20,21] is employed to reconstruct the jets. The
extra jet, beyond those which originated from the tt̄ decay, is the leading jet with a transverse momentum
pT > 50 GeV and a pseudorapidity |⌘| < 2.5. 1 The observable R defined in this way is infra-red safe as
demonstrated in the study of ref. [14].

In this analysis, the measured normalized and di↵erential cross section, unfolded to parton level, is
compared to the theoretical calculations at NLO accuracy, after adding the parton shower evolution
(NLO+PS). Including the parton shower is expected to give a better description of the final-state phase
space than the NLO calculation alone and is implemented in the publicly available MC generator de-
veloped in ref. [19]. This generator uses Powheg (Powheg-ttJ) [19, 22, 23] matched with the Pythia
v8 [24] parton shower. Using a fixed order NLO calculation to fit the data gives a similar R-distribution
but leads to an estimated top quark pole mass about 0.3 GeV lower than using a NLO+PS calculation.

This di↵erence is well below the present theoretical uncertainty of the calculation. Di↵erences due to the
use of Pythia v8 or Pythia v6 [25] are below this value of 0.3 GeV.

In the NLO calculation, it is assumed that the top quarks are stable. Possible e↵ects due to radiation from
top-quark decay products and virtual corrections to the decay are small compared to the overall theoretical
uncertainty. Quantum chromodynamics corrections to the decay do not a↵ect the mass renormalization of
the top quark at the same order of accuracy as considered in the calculation because the renormalization is

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the
detector and the z-axis along the beam pipe. The x-axis points from the IP to the centre of the LHC ring, and the y-axis points
upward. Cylindrical coordinates (r, �) are used in the transverse plane, � being the azimuthal angle around the beam pipe. The
pseudorapidity is defined in terms of the polar angle ✓ as ⌘ = � ln [tan (✓/2)]. Transverse momentum and energy are defined
as pT = p sin ✓ and ET = E sin ✓, respectively.

3

Precision limited more by statistical uncertainties

·•tt+1jets distribution (NLO+PS)                                                  
pole mass through threshold and cone effects

S. Alioli et al EPJC 73 (2013) 2438

http://www-d0.fnal.gov/Run2Physics/WWW/results/prelim/TOP/T106/
http://arxiv.org/abs/1507.01769
http://arxiv.org/abs/1303.6415


 Andreas B. Meyer                                                                              Top Quark Properties                                                                           LP2015, Ljubljana, 20 August 2015                                            30

Summary: Pole Mass

Pole mass measurements, experimentally not (yet?) as precise as MC mass
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ATLAS 7 TeV tt+1jet
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Summary
·•Top quark physics: Key to QCD, electro-weak and New Physics 
·• Tevatron and LHC data provide complementary information  

·• A detailed picture of top quark properties has been established 

·• Experiments finishing Legacy publications (Tevatron and LHC Run-1) 

·•Run-II: 100 fb-1 expect per experiment by 2018 
·•80 million tt events and 20 million single top events (>10 Hz at 1034) 
·•80,000 tt+Z and t+Z events each 

·•Statistics → systematics and reach 
·•Beat down systematics using statistics and combination of methods 
·•Ultimate precision esp. for top mass (also through theory advances) 

·•Top as probe of New Physics  
·•Direct and indirect searches 
·•Couplings, FCNC, angular distributions 

·•Run-II: expect further substantial progress in experiment and theory, and - hopefully - surprises
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Links

·•ATLAS: https://twiki.cern.ch/twiki/bin/view/AtlasPublic/TopPublicResults

·•CDF: http://www-cdf.fnal.gov/physics/new/top/top.html 

·•CMS: http://cms-results.web.cern.ch/cms-results/public-results/publications/TOP/index.html 

·•D0: http://www-d0.fnal.gov/Run2Physics/top/index.html 

·•LHCb: https://twiki.cern.ch/twiki/bin/view/LHCb/Top
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https://twiki.cern.ch/twiki/bin/view/AtlasPublic/TopPublicResults
http://www-cdf.fnal.gov/physics/new/top/top.html
http://cms-results.web.cern.ch/cms-results/public-results/publications/TOP/index.html
http://www-d0.fnal.gov/Run2Physics/top/index.html
https://twiki.cern.ch/twiki/bin/view/LHCb/Top
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  RB = BR (tWb) / BR (tWq), Width and Vtb
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6.3 Measurement of R 13
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Figure 6: Variation of the log of the profile likelihood ratio (l) used to extract R from the data.
The variations observed in the combined fit and in the exclusive ee, µµ, and eµ channels, are
shown. The inset shows the inclusive b-tagged jet multiplicity distribution and the result of the
fit.

and the fraction of correct assignments ( fcorrect) from the data; these quantities are affected by
theoretical uncertainties related to the description of tt events, which have similar impact on the
final measurement, such as µR/µF, ME-PS, signal generator, top-quark mass, and top-quark pT.
Instrumental contributions from JES and JER, modelling of the unclustered Emiss

T component in
simulation, and the contribution from the DY and misidentified-lepton backgrounds are each
estimated to contribute a relative systematic uncertainty <0.6%. Another source of uncertainty
is due to the contribution from extra sources of heavy-flavour production, either from gluon
splitting in radiated jets or from decays in background events such as W ! cs. This effect has
been estimated in the computation of #q⇤ by assigning a conservative uncertainty of 100% to
the c and b contributions. The effect of the uncertainty in the misidentification efficiency is esti-
mated to be small (<1%), as well as other sources of uncertainty, such as pileup and integrated
luminosity.

If the three-generation CKM matrix is assumed to be unitary, then R = |Vtb|2 [4]. By perform-
ing the fit in terms of |Vtb|, a value of |Vtb| = 1.007 ± 0.016 (stat.+syst.) is measured. Upper
and lower endpoints of the 95% CL interval for R are extracted by using the Feldman–Cousins
(FC) frequentist approach [54]. The implementation of the FC method in ROOSTATS [55] is
used to compute the interval. All the nuisance parameters (including #b) are profiled in order
to take into account the corresponding uncertainties (statistical and systematic). If the condition
R  1 is imposed, we obtain R > 0.955 at the 95% CL. Figure 7 summarizes the expected limit
bands for 68% CL, 95% CL, and 99.7% CL, obtained from the FC method. The expected limit
bands are determined from the distribution of the profile likelihood obtained from simulated
pseudo-experiments. The upper and lower acceptance regions constructed in this procedure
are used to determine the endpoints on the allowed interval for R. In the pseudo-experiments
the expected signal and background yields are varied using Poisson probability distributions

8 6 Probing the heavy-flavour content

Figure 2 shows the number of b-tagged jets in the selected dilepton data sample, compared
to the expectations from simulation. The multiplicity is shown separately for each dilepton
channel and jet multiplicity. The expected event yields are corrected after the PLR fit for the
signal strength (described in the previous section) and also incorporate the data-to-simulation
scale factors for #b and #q. Data and simulation agree within 5%. The residual differences can be
related to the different number of jets selected from top-quark decays in data and simulation,
and the modelling of gluon-radiative processes (ISR/FSR).
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Figure 2: The upper plot shows the number of b-tagged jets per event for the different tt dilep-
ton channels. For each final state, separate subsets are shown corresponding to events with
two, three, or four jets. The simulated tt and single-top-quark events correspond to a scenario
with R = 1. The lower panel shows the ratio of the data to the expectations. The shaded
bands represent the uncertainty owing to the finite size of the simulation samples, the main
background contribution (DY), and the integrated luminosity.

6.1 Jet misassignment

There is a non-negligible probability that at least one jet from a tt decay is missed, either be-
cause it falls outside of the detector acceptance or is not reconstructed, and another jet from a
radiative process is chosen instead. In the following discussion, this is referred to as a “misas-
signed jet”. Conversely, jets that come from a top-quark decay will be referred to as “correctly
assigned”. The rate of correct jet assignments is estimated from the data using a combination
of three different categories:

• events with no jets selected from top-quark decays, which also includes background
events with no top quarks;

• events with only one jet from a top-quark decay, which includes some tt events and
single-top-quark events (mainly produced through the tW channel);

• events with two jets produced from the two top-quark decays.

In order to avoid model uncertainties, the number of selected jets from top-quark decays is
derived from the lepton-jet invariant-mass (M`j) distribution, reconstructed by pairing each

14 6 Probing the heavy-flavour content

Table 4: Summary of the systematic uncertainties affecting the measurement of R. The values
of the uncertainties are relative to the value of R obtained from the fit.

Source Uncertainty (%)
Experimental uncertainties:
#b 2.4
#q 0.4
ftt 0.1
DY 0.2
misidentified lepton 0.1
JER 0.5
JES 0.5
unclustered Emiss

T 0.5
integrated luminosity 0.2
pileup 0.5
simulation statistics 0.5
fcorrect 0.5
model calibration 0.2
selection efficiency 0.1
Theoretical uncertainties:
top-quark mass 0.9
top-quark pT 0.5
ME-PS 0.5
µR/µF 0.5
signal generator 0.5
underlying event 0.1
colour reconnection 0.1
hadronisation 0.5
PDF 0.1
t ! Wq flavour 0.4
|Vtd|/|Vts| <0.01
relative single-top-quark fraction (tW) 0.1
VV (theoretical cross section) 0.1
extra sources of heavy flavour 0.4
Total systematic 3.2

for the statistical uncertainties and Gaussian distributions for the systematic uncertainties. By
constraining |Vtb|  1, a similar procedure is used to obtain |Vtb| > 0.975 at the 95% CL.

6.4 Indirect measurement of the top-quark total decay width

The result obtained for R can be combined with a measurement of the single-top-quark pro-
duction cross section in the t-channel to yield an indirect determination of the top-quark total
width Gt. Assuming that Âq B(t ! Wq) = 1, then R = B(t ! Wb) and

Gt =
st-ch.

B(t ! Wb)
· G(t ! Wb)

stheor.
t-ch.

, (7)

where st-ch. (stheor.
t-ch. ) is the measured (theoretical) t-channel single-top-quark cross section and

G(t ! Wb) is the top-quark partial decay width to Wb. If we assume a top-quark mass
of 172.5 GeV, then the theoretical partial width of the top quark decaying to Wb is G(t !
Wb) = 1.329 GeV [3]. A fit to the b-tagged jet multiplicity distribution in the data is per-
formed, leaving Gt as a free parameter. In the likelihood function we use the theoretical pre-
diction for the t-channel cross section at

p
s = 7 TeV from Ref. [56] and the corresponding

measured R

measured t-channel  
(7 TeV)

theory

Most precise direct measurement of |Vtb|

R unconstrained 1.014 ± 0.003 ± 0.032

|Vtb| constrained < 1 @ 95% CL > 0.972
Γtop 1.36 ± 0.02stat + 0.14syst - 0.11syst GeV

·• |Vtb| from RB assuming unitary CKM 

·•Total width Γtop from RB and t-channel 
single top cross section

http://arxiv.org/abs/1404.2292
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  |Vtb| Summary: LHC
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|
tb

|V
0.4 0.6 0.8 1 1.2 1.4 1.6

ATLAS+CMS Preliminary   TOPLHCWG

  from single top quark production
theo.σ
meas.σ| =  

tb
|V

MSTW2008nnlo: NLO+NNLL theoσ
PRD83 (2011) 091503, PRD82 (2010) 054018       

 PDF⊕: scale theoσ∆
 = 172.5 GeVtopm

May 2015

 including top-quark mass uncertainty1 

 including beam energy uncertainty2 

theoretical uncertainty
total uncertainty

 (theo.)± (meas.) ±| 
tb

|V
t-channel:

Wt production:

 1ATLAS 7 TeV
 )1−PRD 90 (2014) 112006  (4.59 fb

 0.02± 0.06 ±1.02 

ATLAS 8 TeV
 )1−ATLAS-CONF-2014-007  (20.3 fb

 0.02± 0.09 ±0.97 

CMS 7 TeV
 )1−JHEP 12 (2012) 035  (1.17 - 1.56 fb

 0.017± 0.046 ±1.020 

CMS 8 TeV
 )1−JHEP 06 (2014) 090  (19.7 fb

 0.016± 0.045 ±0.979 

CMS combined 7+8 TeV
JHEP 06 (2014) 090

 0.016± 0.038 ±0.998 

ATLAS 7 TeV
 )1−PLB 716 (2012) 142-159  (2.05 fb

 0.03±  0.18−
 0.15+1.03 

CMS 7 TeV
 )1−PRL 110 (2013) 022003  (4.9 fb  0.04− 0.13  −

 0.03+ 0.16  +1.01 

ATLAS 8 TeV
 )1−ATLAS-CONF-2013-100  (20.3 fb

 0.03± 0.12 ±1.10 

 1CMS 8 TeV
 )1−PRL 112 (2014) 231802  (12.2 fb

 0.04± 0.12 ±1.03 

 1,2LHC combined 8 TeV

CMS-PAS-TOP-14-009
ATLAS-CONF-2014-052,

 0.03± 0.11 ±1.06 

TOPLHCWG

https://twiki.cern.ch/twiki/bin/view/LHCPhysics/TopLHCWG
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Vacuum Stability

X Evolution of Higgs quartic 
coupling λ depends on top 
mass

X When λ becomes negative, 
the Higgs potential becomes 
unbounded from below

X Current best values of SM 
parameters: vacuum is meta-
stable, close to the stability 
bound

X The main uncertainties in the 
extrapolation are due to the 
X Top quark mass
X Alpha_s

26

Degrassi et al -- JHEP 1208 (2012) 098  

Vacuum Stability
·•Evolution of quartic coupling and Higgs potential depend on top mass through radiative corrections. 
·•Finding: for experimental values of Top and Higgs mass there is no immediate requirement for new physics.

37

Degrassi et al, JHEP08 (2012) 098

http://arxiv.org/abs/1205.6497

