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About me 

• Joined CERN in 2000 to design and 

implement a J2EE application for accelerator 

controls 

• Joined CERN IT Databases group on 2007 

• From Oracle 9i on 

• Project leader of the backup and recovery 

service till January 2013 

• Project leader of the storage infrastructure 

• Project leader of the DBaaS service 
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CERN 
• European Organization for Nuclear Research founded in 1954 

• Membership: 21 Member States + 7 Observers 

• 60 Non-member States collaborate with CERN 

• 2400 staff members work at CERN as personnel + 10000 
researchers from institutes world-wide 

 



LHC, Experiments, Physics 
• Large Hadron Collider (LHC) 

• World’s largest and most powerful 

particle accelerator 

• 27km ring of superconducting 

magnets 

• Currently undergoing upgrades, 

restart in 2015 

• The products of particle collisions are 

captured by complex detectors and 

analyzed by software in the 

experiments dedicated to LHC 

• Higgs boson discovered!  
 

 

 

 

 

 

 

• The Nobel Prize in Physics 2013 was awarded jointly to François Englert and Peter W. Higgs 

"for the theoretical discovery of a mechanism that contributes to our understanding of the 

origin of mass of subatomic particles, and which recently was confirmed through the discovery 

of the predicted fundamental particle, by the ATLAS and CMS experiments at CERN's Large 

Hadron Collider" 
 

 

 

 

 

 

 



WLCG 

• The world’s largest scientific computing grid 

More than 100 Petabytes 

of data stored and analysed. 

Increasing: 20+ Petabytes/year 

 

CPU: over 250K cores  

Jobs: 2M per day 

 

160 computer centres in 35 

countries 

 

More than 8000 physicists with 

real-time access to LHC data 
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CERN’s Databases 

• ~100 Oracle databases, most of them RAC 

• Mostly NAS storage plus some SAN with ASM 

• ~500 TB of data files for production DBs in total 

 

• Examples of critical production DBs: 

• LHC logging database ~170 TB, expected growth up to ~70 TB / 
year 

• 13 production experiments’ databases ~10-20 TB in each 

• Read-only copies (Active Data Guard) 

 

• But also as DBaaS, as single instances 

• 120 MySQL Open community databases (migrating to 5.6) 

• 11 Postgresql databases (version 9.2, since September 2013) 

• 10 Oracle11g → migrating towards Oracle12c multi-tenancy  
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Use case: Quench Protection System 
• Critical system for LHC operation 

• Major upgrade for LHC Run 2 (2015-2018) 

• High throughput for data storage requirement 
• Constant load of 150k changes/s from 100k signals 

• Whole data set is transfered to long-term storage DB 
• Query + Filter + Insertion  

• Analysis performed on both DBs 
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Backup 

LHC Logging 

(long-term 

storage) 

RDB Archive 
16 Projects 

Around LHC 



Quench Protection system: tests 
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After two hours buffering 

Nominal conditions 

Stable constant load of 150k changes/s  

100 MB/s of I/O operations  

500 GB of data stored each day 

 

Peak performance 

Exceeded 1 million value changes per second  

500-600 MB/s of I/O operations 

 





Oracle and NetApp at CERN 
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• 1982: Oracle at CERN, PDP-11, mainframe, 

VAX VMS, Solaris SPARC 32 and 64 bits 

• 1996: Solaris SPARC with OPS 

• 2000: Linux x86, local storage 

• 2005: Linux x86_64 / RAC / EMC and ASM 

• >=2006: Linux x86_64 / RAC / NFS / NetApp  

• (96 databases) 

• 2011-2012: migration of all (*) databases to 

Oracle on NetApp 



Oracle basic setup 

Mount Options for Oracle files when used with NFS on NAS devices (Doc ID 359515.1) 

global namespace 

Oracle RAC 

database at least 

10 file systems 
10GbE 

10GbE 

10GbE 
12gbps 

gpn Private network 

(mtu=9000) 
mtu=1500 



Oracle file systems 
Mount point Content 

/ORA/dbs0a/${DB_UNIQUE_NAME} ADR (including listener) /adump log files 

/ORA/dbs00/${DB_UNIQUE_NAME} Control File + copy of online redo logs 

/ORA/dbs02/${DB_UNIQUE_NAME} Control File + archive logs (FRA) 

/ORA/dbs03/${DB_UNIQUE_NAME}* Datafiles 

/ORA/dbs04/${DB_UNIQUE_NAME} Control File + copy of online redo logs + block 

change tracking file + spfile 

/ORA/dbs0X/${DB_UNIQUE_NAME}* More datafiles volumes if needed 

/CRS/dbs00/${DB_UNIQUE_NAME} Voting disk 

/CRS/dbs02/${DB_UNIQUE_NAME} Voting disk + OCR 

/CRS/dbs00/${DB_UNIQUE_NAME} Voting disk + OCR 

* They are mounted using their own lif to ease volume movements within the cluster 
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MySQL/PostgreSQL 
• Just two file systems on both cases:  

• data 

• binlogs (MySQL) or WALs (PostgreSQL) 

• For instances running on an Oracle cluster ware, 
care must be taken in case of server crash for 
MySQL instances. 
• "InnoDB: Unable to lock ./ibdata1, error: 11" Error 

Sometimes Seen With MySQL on NFS (Doc ID 1522745.1)  
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Netapp evolution at CERN (last 8 years) 

FAS3000  
FAS6200  & FAS8000  

100% FC disks Flash pool/cache = 100% SATA disk + SSD 

DS14 mk4 FC DS4246 

6gbps 2gbps 

Data ONTAP® 

7-mode 
Data ONTAP® 

Cluster-Mode 

scaling up 

scaling out 



A few 7-mode concepts 
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Private network 

FlexVolume 

Remote Lan Manager 

Service Processor 

Rapid RAID Recovery 

Maintenance center 

(at least 2 spares) 

raid_dp or raid4 

raid.scrub.schedule 

raid.media_scrub.rate 

once weekly 

constantly 

reallocate 

Thin provisioning 

File 

access 

Block 

access 

NFS, CIFS FC,FCoE, 

iSCSI 

ded 

client access 



Private network 

Cluster interconnect 

Cluster mgmt network 

A few C-mode concepts  

cluster 

node shell 

systemshell 
C-mode 

C-mode 

cluster ring show 

RDB: vifmgr + bcomd + vldb + mgmt  

Vserver (protected 

via Snapmirror) 
Global namespace 

Logging files from the 

controller no longer 

accessible by simple NFS 

export 

client access 
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RAC10 

RAC11 

SHOST 
+ 



Consolidation 

56 controllers (FAS3000) & 2300 disks (1400TB storage)  

… 

Storage islands, accessible via private network 
1 2 

7 

14 controllers (FAS6220) & 

960 disks (1660 TB storage)  

 Easy management  Difficulties finding slots 

for interventions 



RAC50 setup 

 

 

 

 

 

 

• Cluster interconnect, using FC gbic’s for 
distance longer than 5m.  

• SFP must be from CISCO 

Cv 

 

 

 

cluster interconnect 

primary switch (private network) 

secondary switch (private network) 



Configuration details: disk shelves 

SSD 

enabled 

no SSD 

enabled 

4 raid groups 16 disks, Total usable size: ~135TB 

# of 

diskshelves 

Size (TB) Total 

3xDS4246 91.51 732.08 

3xDS4243 135.573 542.29 25 

3 raid groups of 16 disks + 1 SSD raid group of 18 disks 
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Flash cache 
• Helps increase random IOPS on disks 

• Warm-up effect  (options flexscale.rewarm ) 

• cf operations (takeover/giveback) invalidate the 

cache, user initiated ones do not since ONTAP 8.1 

• TR-3832 :Flash Cache Best Practice Guide  

• For databases 
• Decide what volumes to cache: 

fas3240>priority on 

     fas3240>priority set volume volname cache=[reuse|keep] 

• options flexscale.lopri_blocks off 

Flash Cache Flash Pool 



Flash cache: database benchmark 
• Inner table (3TB) where a row = a block (8k). Outer table (2% of 

Inner table) each row contains rowid of inner table  

• v$sysstat  ‘physical reads’ 

• Starts with db file sequential read but after a little while 

changes to db file parallel read 
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Random Read 

IOPS* 

No PAM PAM + Kernel 

NFS (RHE5) 

PAM + dNFS 

First run 2903 795 3827 

Second run 2900 16397 37811 

*fas3240, 32 disks SATA 2TB, Data Ontap 8.0.1, Oracle 11gR2 

~365 data disks 

~160 data disks 



Flash cache: long running backups… 
• During backups SSD cache is flushed 

• IO latency increases – hit% on PAM goes down ~ 1% 

• Possible solutions: 

• Data Guard 

• priority set enabled_components=cache 

• Large IO windows to improve sequential IO detection, possible in    

C-mode:  
    vserver nfs modify -vserver vs1 -v3-tcp-max-read-size 1048576 

 

 

 

© by Luca Canali 

http://3.bp.blogspot.com/-3_kjUfeORWw/T5lLuw5pPOI/AAAAAAAADXc/CuOoYqZWpXA/s1600/latency_io_blog_skew_with_notes.JPG
http://4.bp.blogspot.com/-SrNN2tKDyKI/T5ljRKL0oxI/AAAAAAAADXo/TDKhdrolk0E/s1600/histogram_64-128ms_with_notes.JPG
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Flash pool aggregates  
• 64 bits aggregates 

• Aggregate with snapshots, they must be deleted before 
converting into hybrid aggregate 

• SSD rules: minimum number and extensions depending on the 
model e.g. FAS6000 9+2, 6 (with 100GB SSD) 

• No mixed type of disks in a hybrid aggregate: just SAS + SSD, 
FC + SSD, SATA + SSD. No mixed type of disks in a raid_gp. 

• You can combine different protection levels among SSD RAID  
and HDD RAID, e.g. raid_dp or raid4 

• Hybrid aggregate can not be rollbacked    

• If SSD raid_gps are not available the whole aggregate is down 

• SSD raid_gps doesn’t count in total aggregate space 

• Maximum SSD size depending on model & ONTAP release 
(https://hwu.netapp.com/Controller/Index ).  

• TR-4070: Flash Pool Design and Implementation Guide 

 

Flash Cache Flash Pool 

https://hwu.netapp.com/Controller/Index
https://hwu.netapp.com/Controller/Index
https://hwu.netapp.com/Controller/Index


Flash pool behaviour 
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• Blocks going into SSD determined by Write and Read policies. 

They apply to volumes or globally on whole aggregate. 

 

• Sequential data is not cached. Data cannot be pinned 

• Heat map in order to decide what stays and for how long in SSD cache  

 

random overwrites, size < 16Kb 

Write to disk 

read read 

overwrite 

Eviction scanner 

Eviction scanner 

Insert into SSD 

Insert into SSD 

read 

write 

Every 60 secs &  

SSD consumption > 75% 

hot warm neutral cold evict 

evict cold neutral 



Flash pool: performance counters 
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• Performance counters: wafl_hya_per_aggr (299) & 
wafl_hya_per_vvol (16) 
 

 

  

• We have automated the way to query those:  

Around 25% difference in an 

empty system: 

Ensures enough pre-erased 

blocks to write new data 

 

Read-ahead caching algorithms 



Monitoring: selecting counters 
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• Ontap 8.2: 37 objects, ~1230 counters 

• Viewing the ones you are interested in from CLI can be 
cumbersome  

•   

• Use a “preset”:  

1: 

2: 

3: rac50::*> system node run -node dbnasr5041 stats show -p hybrid-vol -c -i 1 -n 3 



Flash pool behaviour (II) 
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• fio (http://freecode.com/projects/fio) on rhe6.5 

• 5x100GB files 

• Example of a random read job. Jobs run for 6h.  

 

http://freecode.com/projects/fio
http://freecode.com/projects/fio
http://freecode.com/projects/fio


Flash pool behaviour (III) 
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• Read cache warms slower 

than write cache  

• reads costs more than 

writes, ~10 factor.  

• After 6hours: 

• 300GB read cache 

• 500GB write cache 

 

• Stats of SSD consumption can be 
retrieved using: wafl_hya_per_vvol 

     object, at nodeshell in diagnostic level. 



Flash pool behaviour (IV) 
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• SSD consumption: 

• 85GB read SSD 

• 493GB write SSD 

 

• Write cache also used for 

reading → read_%_SSD 

~100% 

• Not much difference with 

this workload between: 
random-read & random-

read-write  policies 

 



Test environment 

• Testing on a private network 

• Red Hat Enterprise Linux Server release 6.4 

• 16 cores - Intel(R) Xeon(R) CPU E5-2650 0 @ 

2.00GHz 

• 128 GB RAM 

• Oracle server single instance: 11.2.0.3 

• Using SLOB2 

• The following graphs were done with a 

dataset of 1TB 
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init.ora for testing with SLOB2 

 

Avoid “db file parallel read” optimization  

Small db_cache_size to force IO on storage 

Disable scheduler and resource 

manager. MOS 786346.1 
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Random Reads 
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1TB dataset, 100% in SSD, 56 sessions, random reads  



10TB dataset, 128 sessions, random reads, disk saturation  



10TB dataset, 36% in SSD, 32 sessions, random reads  



Flash pool: long running backups 
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Plot using Perfsheet4 by Luca Canali 

Monitoring database (lemonrac): 11TB  

~12 hours backup 
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Vol move 
• Powerful feature: rebalancing, interventions,… whole volume granularity 

• Transparent but watch-out on high IO (writes) volumes 

• Based on SnapMirror technology 

 

Initial transfer 

rac50::> vol move start -vserver vs1rac50 -volume 

movemetest -destination-aggregate aggr1_rac5071 -cutover-

window 45 -cutover-attempts 3 -cutover-action 

defer_on_failure 

Example vol move command: 



Vol move (II) 
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• Force cutover: cutover-window will be ignored → client 
access frozen during cutover duration: 
 

 

 

 

 

• Flash_pool volumes will need to warm up the SSDs again 

• Probably solved in a future Ontap release 

• To avoid interconnect traffic, logical interface (lif) should be 
moved (NFSv3) to the same controller where new volume is 
located 
• pnfs (NFSv4.1) netapp implementation redirects IO load to new 

location without need of remounting. 

 

 

 



Vol move (III) 
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• One lif per data volume 

• To be able to use Ontap move volume feature with no 
impact on cluster interconnect switch.  

• No need to remount on the new controller hosting the 
volume.  

• Lif can be moved, once the volume has been migrated. 

• Interconnect just 10 gbps bandwidth (20gbps in next 
generation) 

• Just targeting data volumes 

• Bug ID 540038: Failover groups do not allow specifying a 
port order 

• Workaround: network interface failover create 

• 128 lifs maximum (all types) in Ontap 8.2 



Oracle12c: online datafile move 
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• Very robust, even with high IO load 

• It takes advantage of database memory buffers 

• Works with OMF 

 

 

• Track it at alert.log and v$session_longops 

 



Oracle12c: online datafile move (II) 
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alter database move datafile 
Move was completed. 
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DBaaS:Backup management 
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• Same backup procedure for all RDBMS 

• Backup workflow: 

mysql> FLUSH TABLES 

       WITH READ LOCK; 

mysql> FLUSH LOGS; 

 or 

Oracle>alter database 

begin backup; 

 Or 

Postgresql> SELECT 

pg_start_backup('$SNAP');  

mysql> UNLOCK TABLES; 

 Or 

Oracle>alter database end backup; 

 or 

Postgresql> SELECT 

pg_stop_backup(), 

pg_create_restore_point('$SNAP'); 

 

snapshot 
resume 

… some 

time later 

 

 

 
 

 

 

new 

snapshot 



Snapshots in Oracle 
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• Storage-based technology 

• Speed-up backups/restores: from hours/days to seconds  

• Handled by a plug-in on our backup and recovery solution: 
  

/etc/init.d/syscontrol --very_silent -i rman_backup start -maxRetries 1 -exec takesnap_zapi.pl -debug -snap 
dbnasr0009-priv:/ORA/dbs03/PUBSTG level_EXEC_SNAP -i pubstg_rac50 

 

 

 

• Example: 

 

 

 

 

 

• Drawback: lack of integration with RMAN  
• Ontap commands: snap create/restore 

• Snaprestore requires license 

• snapshots not available via RMAN API 

• But some solutions exist: Netapp MML Proxy api, Oracle snapmanager 

 

pubstg:  280GB size, ~ 1 TB archivelogs/day 

8secs 

adcr:  24TB size, ~ 2,5 TB archivelogs/day 

lif Global namespace  

9secs 



Snapshots management / setup 
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• Managed by the system, with autodeletion 

policies 

 

 

• Primary Space Management Strategy 

 

• Connect to the lif used to mount file system 

• As user vsadmin: 

• Open lif’s ssh port:  

From 20% to 40% 

of volume size, 

depending on db 

activity 

default 
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Netapp MML Proxy backup v1 
• Implementation of SBT API 

• Simple configuration 

 

 

 

• Backups will generate an underlying snapshot 
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Netapp MML Proxy backup v1 
• v$proxy views 

• v$proxy_datafile → BACKUP_FUZZY=YES  

      (alter database begin/end backup being used) 

• Restore and delete operations are commanded by environment 
variables 
• RESTORETYPE={volume|file|controlvolume}  

• DELETETYPE =snap 

 

 

 

 

 

• Integration with RMAN API 
• Though disk catalogue is in a file (should be accessible on all 

instances, RAC), it is not integrated with catalogue/controlfile 

• Version 2, it supports Ontap C-mode. 

• It is a freely available tool, open community support 

 



Oracle12c: recover snapshot 
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• RMAN Enhancements in Oracle 12c (Doc ID 

1534487.1) 

• Under certain conditions no need to set db in 

backup mode: 
- Database crash consistent at the point of the snapshot AND 

- Write ordering is preserved for each file within a snapshot AND 

- Snapshot stores the time at which a snapshot is completed 
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Oracle12c: multi-tenancy cloning 
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• TR-4266: NetApp Cloning Plug-in for Oracle 

Multitenant  Database 12c  

• Patch required on 12.1.0.1 (MOS 16221044) 

• Storage credentials stored in an Oracle wallet 

• Check dnfs is in use and exports defined at 
$ORACLE_HOME/dbs/oranfstab 

• Check plug-in has proper permissions 

 

• Using OMF: 
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• Mount and file system reference 

 

 

 

 

 

 

• Single instance is all done 

• For RAC: 

• Replicate file system changes to open on other instances 

• CRS service registration/creation 

• Undo changes when clone is destroyed 

 

Oracle12c: multi-tenancy cloning 
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Backup architecture 
• Custom solution: about 15k lines of code, Perl + Bash 

• Flexible: easy to adapt to new Oracle release, backup media 

• Based on Oracle Recovery Manager (RMAN) templates 

• Central logging 

• Easy to extend via Perl plug-ins: snapshot, exports, RO tablespaces,… 

We send compressed: 

• 1 out of 4 full backups 

• All archivelogs 

 



Backup to disk: storage 

• 2xFAS6240 Netapp controllers, running ONTAP 8.2.1 C-mode 

• 24xdiskshelf DS4243  

• 24x3TB SATA disks each (576 disks) 

• raid_dp (raid6) → 1.1 PB usable space split into 8 aggregates 

• 2xquad core 64bit Intel(R) Xeon(R) CPU E5540  @ 2.53GHz 

• 10gbps connectivity 

• Multipath SAS loops 3 gbps → 6 gpbs maximum throughput (dual path) 

• Flash cache 512GB per node (meta data caching) 



Backup to disk: throughput (one head)  

64 

data scrubbing 

compression ratio 

compression ratio 

555TB used 

538TB saved  

due to 

compression 

mainly but also 

deduplication 

  



Backup to disk: space consumption 
• The aim is to be as balanced as possible 

among the volumes assigned to the database 

Deduplication applied  

• Especial verbs while backing 
up, e.g. duration 

• Big files → use section 



Oracle12c compression 

• Oracle 11.2.0.4, new servers (32 cores,129GB RAM) 

 

 

 

• Oracle 12.1.0.1 new servers  

no-compressed (t) basic low medium high No-compressed-

fs 

Inline-

compression 

Netapp 8.2P3 

392GB (devdb11) 62.24GB(1h54’) 89.17GB (27’30’’) 73.84GB (1h01’) 50.71GB (7h17’) 349GB(22’35’’) 137GB(22’35’’) 

Percentage saved (%) 82% 74.4% 78.8% 85.4% 0% 62% 

no-compressed (t) basic low medium high No-compressed-

fs 

Inline-

compression 

Netapp 8.2P3 

376GB (devdb11 

upgraded to 12c) 
 45.2GB (1h29’) 64.13GB (22’) 52.95GB (48’) 34.17GB (5h17’) 252.8GB(22’) 93GB(20’) 

Percentage saved (%) 82.1% 74.6% 79% 86.4% 0% 64.5% 

229.2GB  (tablespace 

using Oracle Crypto) 
57.4GB (2h45’) 57.8GB (10’) 58.3GB (44’’) 56.7GB (4h13’) 230GB(12’30’’) 177GB(15’45’’) 

Percentage saved (%) 74.95% 74.7% 74.5% 75.2% 0% 22.7% 

Intel(R) Xeon(R) CPU E5-2650* 0 @ 2.00GHz 



Agenda 

67 

• CERN intro 

• CERN databases basic description 

• Storage evolution using Netapp  

• Caching technologies 
• Flash cache 

• Flash pool 

• Data motion 

• Snapshots 

• Clonning in Oracle12c 

• Backup to disk 

• directNFS 

• Monitoring 
• In-house tools 

• Netapp tools 

• Conclusions 



Oracle directNFS 
• Set-up: Oracle support note [ID 762374.1] 

 ln –s libnfsodm11.so libodm11.so  

• dnfs enabled by default in Oracle 12c  

     ln –s libnfsodm12.so libodm12.so (v$dnfs_servers) 

• Multipath. Check note [ID 822481.1] 
• To take advantage of load balancing, failover features: 

configure oranfstab: 

 

 

 

• NFS v4, v4.1 still not supported [ID 1087430.1] 
• automount also not supported  

• Above applies to 11g, Oracle12c supports nfsv4 

 

dnfs knfs 

Same operation done with knfs and dnfs 



Oracle directNFS (II) 

• Mount Options for Oracle files when used with NFS on NAS devices [ID 
359515.1] 
• RMAN backups for disk backups kernel NFS [ID 1117597.1] 

• Linux/NetApp: RHEL/SUSE Setup Recommendations for NetApp Filer Storage (Doc ID 
279393.1) 
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RMAN backup to disk* 
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dnfs

dnfs + Ontap compression

*Ontap 8.1.1. Fas6240, 72x 3TB SATA  disks. 

Backup to disk repository in public 

network (mtu=1500) 
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In-house tools 
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• Main aim is to allow access to the storage for 

our DBAs and  system admins. 

• Based on ZAPI (download NMSDK from NOW), 

programmed in Perl and Bash about 5000 lines 

of code 

• All work on C-mode or 7-mode, no need to know 

how to connect to the controllers or ONTAP 

commands  

 

 



In-house tool: snaptool.pl 

72 

• create, list, delete, clone, restore… 

 

 

 

• e.g. 

 

 

 

• API available programmatically 
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• Check online statistics of a particular file 

system or controller serving it 

• Volume stats & histograms: 

 

In-house tool: smetrics 



In-house tool: smetrics (II) 
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• But also SSD consumption per aggregate or vol 

 

 

 

• Cluster view: 

 

 

 

• CPU of controller serving data: 

 

 

 

 



In-house tool: voltool.pl 
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• Provides information about the volume: 



In-house tool: centralised logging 
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• rsyslog configured for clusters and switches 

• Tool allows to regex by type of alert,  

It sends emails when a condition is detected:  



In-house logging: reporting 
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• Reports are not available on OUM 6.1 

• It reports anomalies in the usage of snap 

reserved space 
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Netapp monitoring/mgmt tools 
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• Unified OnCommand Manager 5.2 (linux) 
• Authentication using PAM 

• Extensive use of reporting (in 7-mode) 

• Work for both 7-mode and C-mode 

• Performance management console (performance counters 
display) 

• Alarms 

• OnCommand Performance Manager (OPM) & 
OnCommand Unified Manager (OUM) 
• Used for C-mode  

• Virtual machine (VM) that runs on a VMware ESX or ESXi 
Server 

• System Manager 
• We use it mainly to check setups 

• My Autosupport at NOW website 

 



Netapp OPM 1.0 
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Netapp OPM 1.0 
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Netapp OnCommand UM 6.1 
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Netapp Management console 3.3 
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Netapp Management console 3.3 
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Netapp Management console 3.3 
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Conclusions 
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• Positive experience so far running on C-mode 

•  Mid to high end NetApp NAS provide good 

performance using the FlashPool SSD caching 

solution 

•  Flexibility with cluster ONTAP, helps to reduce 

the investment 

•  Design of stacks and network access 

require careful planning 
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