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% eSS Data Acquisition

Event filter computer farm

Trigger and data acquisition nnn nnn
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'n.“ Data flow to permanent storage: 4-6 GB/sec ~ .
CERN Computer Centre o
e O, B
-
,




WI_(:G

% YWLCS Reconstruction and Archival

RAW + ESD

...................................................... Poooeo... N
To
Tier-1s
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EXPERIMENT
http://atlas.ch

Run: 204769
Event: 71902630
Date: 2012-06-10
Time: 13:24:31 CEST



% WSS Data and Algorithms

 Data are organized as Events

RAW :
— Particle collisions * Triggered events Detector
2 MB/event [Raibaukias i

* Event processing algorithms

— Selection/Filtering e Reconstructed Information

_ .  Pseudo-physical information:
Reconstruction ESD/RECO Clusters, track candidates
— Simulation (generation) ~100kB/event

— Analysis

e Analysis Information

¢ Embarrassingly paraIIeI AOD * Physical information: Transverse
momentum, Association of particles,

— Events are independent ~10 kB/event jets, id of particles

* Process one event at a time

e Classification information

TAG ¢ Relevant information for fast event
selection

* High Throughput Computing

~1 kB/event
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Computing Grid

The Computing Challenge

Laurence.Field@cern.ch
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% WLES Data Volume

High Level-1 Trigger

(1 MHz2)
LHCb High No. Channels
High Bandwidth
. (1000 Gbit/s)
o5 ATLAS * 25PB per year
CMS | | :
§ ’ HERA-B J + simulation
0 KLOE ’ CDF || * Preservation
E 104 '\ oo | | — for 25+ years
§ BaBar High Data Archives Processing
° CDF, DO (PetaBytes)
10% - H1 . | )._, | — 340k cores
ZEUS ALICE
NA49
" UAT s

10¢ 10° 10°

JJLEP

Event Size (byte)

15



o WLCG

"‘ Worldwide LHC Computing Grid P e t a B yt e S
1PB

— Detector data rate
— 240m DVD tower
« 25PB
— Run 1 yearly output
— 6km DVD Tower
100PB
— CERN data centre
— 24km DVD tower
140PB

— ATLAS dataset
— 33.6km DVD tower
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% YEEE Large Distributed Community

Distribution of All CERN Users by Location of Institute on 14 January 2013

MEMBER STATES

Austria 128
Belgium 152
Bulgaria 52
Czech Republic 197
Denmark 71
Finland 103
France 918
Germany 1316
Greece 111
Hungary 62
Italy 1422
Netherlands 177
Norway 88
Poland 220
Portugal 125
Slovakia 60
Spain 354
Sweden 93
Switzerland 379
United Kingdom 803

6831

o Ee—— =

CANDIDATE FOR

OTHERS Chile 7 Georgia 10

) Morocco Tunisia
ACCESSION China 114 Iceland 4 New Zealand 9 Ukraine 25
OBSERVERS Romania 88 Argentina 19 China (Taipei) 69 Iran 23 Pakistan 22 Venezuela 1
fridia Armenia 15 Colombia 10 Ireland 8 Peru 2
Japan Australia 32 Croatia 24 Korea 96 Saudi Arabia 3
Riissia : ASSOCIATE MEMBER Azerbaijan 2, Cuba 3 Lithuania 13 Slovenia 30
Turkey IN THE PRE-STAGE Belarus 22 Cyprus 7 Malta 1 South Africa 25 959
USA TO MEMBERSHIP Brazil 107 Egypt 11 Mexico 41 Thailand 5
3 ]Ssralf.I g? Canada 168 Estonia 17 Montenegro 1 TEYROM. 2
c€rola 3
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% WLEES Distributed HTC

* Technical and political/financial reasons

— No single centre could provide ALL the computing
* Buildings, Power, Cooling, Cost, ...

— The community is distributed

 Computing already available at many institutes
— Funding for computing is also distributed

* How do you distributed HTC?
— With big data
— With hundreds of computing centres
— With a global user community
— Itis 1998
— And data is coming!



» e 1The MONARC Model - 1999

Models of Networked Analysis at Regional Centres

~100-1500
MB/s

Online System

Experiment
CERN Center

PBs of Disk;
_Tape Robot

Tier 0 +1

Tier 1 10 Gbl/s
GED) I IR vv---

2.5-10 Gb/s

Tler 2 @ Center )nter Yenter Yenter
~ ~2.5-10GDb/s :
== “Distributed systems of this size and
— wm complexity do not exist yet, although systems
of a similar size to those foreseen for the LHC

( 5 A\, 0.1to 10 Gb/s experiments are predicted to come into
== (: ( 7 operation by around 2005”

== Tier 4

Physics data cach? .
(&

Workstations



C Computing Grid

The Grid

» “Coordinated resource sharing and
problem —solving in dynamic, multi-
institutional virtual organizations”

Laurence.Field@cern.ch
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% eSS The Origin Of Grid Computing

* Metacomputing

— Information Wide Area Year (IWAY) - 1995
e Attempt to link 17 supercomputing centres in the U.S.

— As a seamless resource

» As easy as using a single computer

— A Metacomputing Infrastructure Toolkit - 1996

* Heterogeneity, administrative domains, scale the globus toolkit
— Low-level mechanisms for high-level services [T

— The National Technology Grid — 1997

* Aimed to deploy metacomputing systems across the U.S.
* Provide routine application support

— Previously metacomputing required heroic efforts
* Analogous to the Electrical Power Grid

— Aims to seamlessly deliver computing power as a resource similar to
how electrical power is delivered over the electrical power grid
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»?

lweme What Is The Problem?

Organization A

Organization B

e Organization A and B are administrative domains

— Independent policies, systems and authentication mechanisms

e Users have local access to their local system using local methods

* Users from A wish to collaborate with users from B
— Pool the resources
— Split tasks by specialty
— Share common frameworks
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% WLES The Solution

Organization A Virtual Organization B
Organization

 The Users from A and B create a Virtual Organization
— Users have a unique identify but also the identity of the VO
e Organizations A and B support the Virtual Organization
— Place “grid” interfaces at the organizational boundary
— These map the generic “grid” functions/information/credentials

* To the local security functions/information/credentials

e Multi-institutional e-Science Infrastructures

23



% 2RSS A Security Architecture

User authentication

— Pre-configuration within an organization
— Not possible for large number of users and resources
Delegation of trust concept
— Org A trusts a user from Org B because Org A has relationship with Org B
Security policy to enable single sign on spanning multiple admin domains
— Interoperability with local policies in dynamic environments
Virtual Organization
— A multi-institutional collaboration
Key concept, multiple trust domains
— Individual operations confined to a single trust domain

* And subject to local policy
— Jlocal authorization decision for access control

A mapping from a global to local subject exists
— Mutual authentication required for operations between trust domains



% WESE Security & Policy

* Collaborative policy development S )

& Incident B
Response U Audit

* Joint Security Policy Group Certification

e Certification Authorities Authorities
— EUGridPMA - IGTF, etc.

Requirements

. : .
Grid Acceptable Use Policy (AUP) - Security & Availability
— common, general and simple AUP Rules Policy
— for all VO members
— using many Grid infrastructures
. EGI, 0SG, NGs, ... User Registration Application Deve.lopm.ent
. ) & VO Management & Network Admin Guide
* Incident Handling and Response J
— defines basic communications paths
— defines requirements (MUSTSs) for IR
— not to replace or interfere with local response plans The Asia-
Americas Europiz Pacific

Security & Policy Group

Joint Security Policy Group EuGridPMA (& IGTF)

Grid Security Vulnerability Group Operations Advisory Group

25


http://proj-lcg-security.web.cern.ch/proj-lcg-security/docs/LCG_Security_Guide.asp

e WLCG

v e 1 NE HoOUrglass Model

Three tiered model

— Middle tier mediates
» Sophisticated back-end services Backend

* Potential simple front end services

Protocol-based architecture
— Built upon public key-based Grid Security Infrastructure

* Extend the Transport Layer Security protocols

Grid Services - 2002

— Leveraging concepts from the Web service community <— Middleware

— Network-enable entities that provide some capability

Integrate across multiple organizations
— Lack of centralized control

* Probably missing the federation concept

— Geographical distribution

— Different policy environments
* International issues

26
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Worldwide LHC Computing Grid G r i d C O m p u t i n g

A Grid is the hardware and software infrastructure
* That supports access to computational capabilities

* Five classes of applications were defined
— Distributed supercomputing
— High-throughput computing
— On-demand computing
— Data-intensive computing
— Collaborative computing
* Key aspect
— Sharing of resources across administrative domains

* Not clear if the technical and political cost would outweigh the benefits
— Especially when crossing institutional boundaries

e Sharingis governed by policy

— What, who, conditions in which is occurs



WLCG

* An International collaboration to
distribute and analyse LHC data

* Integrates computer centres worldwide
that provide computing and storage
resource into a single infrastructure
accessible by all LHC physicists

« CHEP 2000

— Grid computing discussed
» Distributed resources
* Trust model
— Extending
» To data intensive tasks
* To a global scale

Laurence.Field@cern.ch
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WLCG Collaboration Status

Tier 0; 13 Tier 1s; 72 Tier 2 federations
i (156 Tier 2 sites)

TRIUMF

Australia, Austria, Belgium, Brazil, Canada, China, Czech Rep,

Denmark, Estonia, Finland, France, Germany, Greece, Hungary, India,
Israel, Italy, Japan, Latin America, Netherlands, Norway, Pakistan,
Poland, Portugal, Rep. Korea, Romania, Russia, Slovakia, Slovenia,
Spain, Sweden, Switzerland, Taipei, Turkey, UK, Ukraine, USA.




o WLCG

e e Qrganisation Structure

Computing Resources
LHC Committee — LHCC ‘ Review Board — C-RRB

~4 M-
Resource Scrutiny Group
Experiments and Regional Centres — C-RSG
SR BRI EGI, 0SG

representation

Management Board
Management of the Project

™~

Architects Forum Grid Deployment Board
Coordination of Common Coordination of
Applications Grid Operations

Physics
Applications

Service & Grid Computing

Support Deployment Fabric

Software

30



% EEE What does WLCG cover?

Collaboration ‘
_ Coordination & management & reporting Coordinate resources & funding
Coordination with service & technology providers ‘ Common requirements

Memorandum of Understanding

Support processes & tools Monitoring & Accounting
World-wide trust federation Complete Policy framework

for CA’s and VO’s

Distributed Computing services [Jias .. BRI 100-200 Mayress

- - A D o
“ n-14 2.5 &bits/s
2 Center 2 Center }2 Center
= T~

Physical resources: CPU, Disk, Tape, Networks

31



% WLES A Tiered Architecture

Tier-2 Centres

Tier-0 (CERN): (15%)
Tier-1 Centres *Data recording
s A0 Ghile Unke eInitial data reconstruction
EaE ' *Data distribution

Tier-1 (13 centres): (40%)
Feb A *Permanent storage
’1’,,! *Re-processing

N . *Analysis

- . g *Connected 10 Gb fibres
COlNEES S0 ol 3 »
NN-CNAF JTRIOME " Tier-2 (156 centres): (45%)
T * Simulation

* End-user analysis

32



% eSS LHC Networking

LHCOPN

2G ASnet
1G Canarie-Surinet 1G Canarie-ESnet |
| |
TW-ASGC CA-TRIUMF US-T1-BNL US-FNAL-CMS
4167 36391 3 AS 3152
117.103.96.0/20 206.12.1.024 130.199.186.0/24 131.225.2.004
140.109.96.0/24 206.12.9.6428 130.199.46.0/23 131.225.160.0024 —
1401091020024 v4 130.199.54.0/24 131.225.184.022
202.169.168.0/22 - 192.12.15.04 w 131.225.188.0/22
131.225.204.022 A

NDGF
580 10G Nordunet-Geant

109.105.124.0/22
193.10.1220/23
193.10.1240/24

FR-CCIN2P3

10G Renater

193489904 7

NL-T1 IT-INFN-CNAF

!5!126 7 !543115
145.100.320/22 192.108.45024 192.135.23.024 193.109.172024
145.100.17.0/28 192.108.46023 13115418017

AST104

1941719612825 1/

e600ams

10G Surfnet-DFN 10G DFN-SWITCH-GARR

. —
0 "

10G DFN-Renater

221G local interconneciion
—

1G USLHCnetESnet

* Relies upon
— OPN, GEANT, US-LHCNet

— NRENs & other national &
international providers

e600gva2

-




% eSS Original Grid Services

Data Management Services Security Services Job Management Services
Certificate VO c te E| :
Storage Element Management Membership ompute tlemen
. . >ervice Sl Workload Management
File Catalogue Service .
Service

Authentication Service

VO Agent Service

Grid file access tools

Authorization Service

. . Application Software
File Transfer Service PP .
Install Service

GridFTP service | I

Information Services

Database and DB

Replication Services Information System | Messaging

: : : ; SIS Experiments invested
POOL Object Persistency Service Accountin . .
g Service Site Availability considerable effort into
Monitor integrating their software
with grid services; and

Monitoring tools: experiment hiding complexity from
dashboards; site monitoring i
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e Vl€tascheduling and Pilots

» WN WN <

Schedules Schedules
BS Request Job BS
CE
A C‘E

y
Submits Job Submits Pilot
WM

Submit Job
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Worldwide LHC Computing Grid

o

Global data
movement: 15 GB/s

Mexico

WLCG Infrastructure

1.5 PB/week recorded
2-3 GB/s from CERN

170 sites, ~8000 users
nearly 40 countries

X Finland
()

) - *
\ -
S\\‘&M 5
- N i
A /
1 N

Mali Niger Sudan

Chad
Nigeria Ethiopia
: Kenya
DR Congo 4
Tanzania

Angola |

South
Africa

Nemibia~ "} Mo aat
Bclm@a ek

Afghanistam,

lran
Pakistan

)

W’/ India |

Indonesia Papua New

Guinea

Indian

Ucean

Australia

New
Zealand

Venezuela
Colombia
CERN Brazi
Peru
A (7)) Bolivia
N —
@‘ B Q.\Ie
w 2 v
() —
Argentina
Resource

distribution 2 M jobs / day

250 000 CPU days/day

200PB Storage




% EEE The Brief History of WLCG

* 1999 - MONARC project
CERN

— Defined the initial hierarchical architecture \
« 2000 - Growing interest in Grid technology Jj{ﬁ\t\

— HEP community main driver in launching the DataGrid project l -
e 2001-2004 - EU DataGrid project

— Middleware & testbed for an operational grid < gé?n

e 2002-2005 - LHC Computing Grid NI

— Deploying the results of DataGrid for LHC experiments < _.
e 2004-2006 - EU EGEE project phase 1 '!T_I-ce

— A shared production infrastructure building upon the LCG .'.
e 2006-2008 - EU EGEE project phase 2 < CLERE

— Focus on scale, stability Interoperations/Interoperability fonrabl_iggie[:iéis
e 2008-2010 - EU EGEE project phase 3 ‘

— Efficient operations with less central coordination

* 2010-201x EGIland EMI : .
— Sustainability E = RSl
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e WLCG

e e Shared Infrastructures: EGI

e A few hundred VOs from several scientific domains

— Astronomy & Astrophysics
— Civil Protection

— Computational Chemistry
— Comp. Fluid Dynamics

— Computer Science/Tools
— Condensed Matter Physics
— Earth Sciences

— Fusion

— High Energy Physics

— Life Sciences

- -

* Further applications joining all the time
— Recently fishery ( I-Marine)
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Computing Grid

Operations

Laurence.Field@cern.ch
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veemne  Production Grids

 WLCG relies on a production quality infrastructure
— Used 365 days a year

* For several years!

— The system must be fault-tolerant and reliable
e Can deal with individual sites being down and recover
— Tier 1s must store the data
* For at least the lifetime of the LHC (~20 years)
e Requires active migration to newer media
— Requires standards of:
 Availability/reliability
* Performance
* Manageability
— Monitoring and operational tools and procedures

* As important as the middleware
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meecomn From Software To Services

* Services require
— Fabric
— Management
— Networking
— Security
— Monitoring
— User Support
— Problem Tracking
— Accounting
— Service support
— SLAs

 But now on a global scale

— Respecting the autonomy of sites

— Linking the different infrastructures
* NDGEF, EGI, OSG
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Worldwide LHC Computing Grid O p e r a t i O n S

* Not all is provided by WLCG directly
 WLCG links the services

— Provided by the underlying infrastructures

* And ensures that they are compatible

e EGI relies on National Grid Infrastructures

— And some central services

* User support (GGUS)
e Accounting (APEL & portal)

* Monitoring the system



NGls in Europe

WWW.eu- egl eu .

BiG Grid

the dutch e-science gri




% XESE WLCG Operations
* Daily WLCG Operations Meetings

— 30 minutes

— Follow up on current problems

* WLCG T1 Service Coordination meeting
— Every two weeks
— Operational Planning
— Incidents follow-up

* Detailed monitoring of the SLAs
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* Worldwide LHC Computing Grid

Grid Monitoring

* The critical activity to achieve reliability

>{—><

System Management

Fabric management
Best Practices

Security

1

“ ... improving system management
practices,

Provide site manager input to requirements
on grid monitoring and management tools

Propose existing tools to the grid monitoring
working group

Produce a Grid Site Fabric Management
cook-book

Identify training needs

Grid Services
Grid sensors
Transport

Repositories

System Analysis
Application monitoring

“... To help improve the reliability of the
grid infrastructure ...”

“ ... provide stakeholders with views of
the infrastructure allowing them to
understand the current and historical
status of the service ...”

......

“ ... to gain understanding of application
failures in the grid environment and to
provide an application view of the state of
the infrastructure ...”
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onitoring To Improve Reliability

g | - ) !
Lco Reliability of WLCG Tier-1 Sites + CERN May 2007 - October 2007
- . . Prots show Rt ot Avataviity
H H ‘LCG WHLCG - Sites Reliability and Job Efficiency $
* Monitoring N
* Metrics
Site OPS ALICE ATLAS M5 LHCh
[ ] WO r ks h O p S SAM | SAM | AGENT SAM GANEIEA PROD CRAB | SAM | Pl
ASGC 93% - - 08% 22% I
BML 1% - - 2% o% 0% SAM Site Qua
* Data Cha I Ienges CERN 100: % 29% 100% 50% 92% 100% | 76% 96% ] e
. CNAF 80% 53% 52% 74% 66% 9
* Experience e
. FZK 01% o5% 06% 62% 73% 93% £ 96% 21% 8 “E‘i
o Syste m at I C IN2P3 70% 5% 28% 7% 79% 8% 993 97% 9 E
H MNDGF 97% 0% 0% 76% o 0% 0% - - NDGF-T1
p ro b I e m a n a Iys I S MIKHEF 92% 96% 100% 92% 45% 53% - 19% SARA-MATR
° . . f f PIC 93% - - 100% bl E1% 100% 100% 3% pic
Prlorlty rom SO tWa re RAL 296% 29% 100% 15% 93% 100% 7% RAL-LCGZ
d eve I O p e rS JLHITINNG %% _ ) % % 945% - - - - TRIUMF-LCC

|}
| | | | | \ 82% e EEEE. -
= m EEaEae e
Throughput MB/s Data transferred GB L
- 2000
4" December 2006 =
i i oo =
i Monitoring Data Flow =5 = .m=
1 = _E= l mE
! | CHL ] Ol M an 2m oon oI o Oon OB fon 12n
! i Om O o TNR 1B T ARG SCER SFIX $100F NRA WTRUUE
M AFZX NOOF BRAL < TRULE BN mCNAF mLYON RPIC | SARA

Availability
Publisher

N
P prREE

Monitoring display

ompleted filetransfers Total number of errors

Site Fabric

.08 2007-08-11 200708

; RAL O O Oeh 08 10n 12 14h

c
Monitoring display  |ecnar mivon spc sama ASGC CERN WFZK «NOGF WRAL + TRUMF
WENL NCNAF WLYON #PIC  SARA

1
1
1
1
1 90% 100%
I
1
1
1
1

Remote Probes Summariser ATLAS M4 Data Monitoring — August 31

I
R

N .
Sensors, Transport v/ Visualization
———————/ schema

CSCS-LCG2 (Mann, Switzenand)
35000 50000 75000 10000 125000 150000 175000
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‘4)’ Worldwide LHC Computing Grid

Reliabilities

Site Reliability: CERN + Tier 1s

100% -
95% -

90% -
85% -
80% -
75% -~

W average Q4 ® average Q3 average Q2 maverage Ql

W Sep-20098 m Oct-2009 Nov-2009 m Dec-2008

70% -~

65% -
60% -

55% -

50%

75% - : &
I T S S N O O
& \)qé\ \;‘:&‘g‘ ‘3’9 Q%§\q?v$¢0® '\\'é( QQ}L ‘\\ff'&@,\:’b \S‘\_g?‘ ‘\Q(D |
[,
Tier 2 Reliabilities
* This is not the full picture: Loo - - -
. . e W’ B
*  Experiment-specific 0.90 -
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Eak S ’ -~

complementary view 0.70 - il N g s Y

s==f/ 4
N
* Need to be used together 0.60 - ——en N /
\ -
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. . M~ I~ ™~ ) o0 0O © 0 00 0 0 0) 0 ©C W O o v @ O o O v ¢ @ T O
of underlying issues ST 3233993303333333 33
g88%835%55%"8538%8%5355%"8588
zZ 0> uw s <I<s 5 T VW0 zZ20- 4L s <s S T »n O = o

Average = Top 50% Top 20% ====5% above 95% ----%abovegoﬁ/v
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©?®  Worldvide LHC Computing Grid p rOVi n g Th e Qu a | ity

Site Availability, 2008-04-01 - 2008-04-!

Site Availability, 2010-04-01 - 2010-04-30

Site Availability, 2009-04-01 - 2009-04-30

4 LK 3 B
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Laurence.Field@cern.ch 48



% ESS Global Grid User Support

* GGUS: Web based portal
— About 1000 tickets per months
— Grid security aware
— Interfaces to regional/national support structures

800 TCUS — home.php

= —— -

LD' (@) () () (Fufekedal hieps://qus.fzk.defpages /home.php Y2 ) GB:{ Coogt
Meistbesuchte Seit... ~ Erste Schritte Aktuelle Nachricht . & DHO DMTF - Common Inf . Apple Yahoo! Google Maps YouTube Wikipedia News~- Popular —

i GGUS - /home.php

Welcome to Global Grid User Support

G G U S Tickets @ GGUS Latest news

all tickets from 1 Jan 2009 to 31 Dec 2009

> on your GGUS account News from GGUS 2010-07-
» via browser » The new release of th

A & Wik » via email » click to display the result list (all tickets)

» Recently created FAQs (last modified:
: » (cpen/closedsubscribed) -
Documentation +» News at CIC-Portal
= Search tict 1075
Training » Search ticket database
e GGUS tools/reports
egistration Latest open tickets
D Info » Report Generator
s none NAGIOS “org sam.SRM-Put-/ops/Rola=icgadmin* faile... » GGUS ticket timeline tool - TTT 860
v nane NAGIOS “org.sam.mpi. CE-JobSubmit-ops® failed on n. » Escalation reports
- » none NAGIOS “org.sam.mpi.CE-JobSubmit-ops* failed on c._. + Metrics reports
Search ticket » none NAGIOS “org.sam WN-MPI-/ops/Role=lcgadmin® failed._
e > atlas Get error: rfep failed:

Sl it . none Deployment of glite-APEL within NGI_FRANGE GGUS development plans 845

Support staff > atlas LRZ-LMU and MPPMU connection prematurly closed wit. + Description of development procedure]
» none NAGIOS *org.sam.CE-JobSubmit-/ops/Role=icgadmin® B T E e (17 e e
» none NAGIOS *org.sam.CE-JobSubmit-/ops/Role=lcgadmin® + Browse current open features
» auger  Authentication problem » Ongoing worklist & Release Notes
» nane NAGIOS “org.sam.CE-JobSubmit-/ops/Role=lcgadmin® . 430
» none NAGIOS “hr.srce. RGMA-CertLifetime” failed on grid. ﬂ
» atias WEIZMANN-LCGZ_PHYS-TOP Cannot srmPut file because... GGUS Search @
» none NAGIOS *hr.sroe. CREAMCE-CertLifetime* failed on u... » GGUS-Knowledge-Base 5
» nane NAGIOS “org.sam.CREAMCE-JobSubmit-lops/Role=lcgad + Documentation B =15
. » GGUS-FAQ - Wiki pages c

@
* o
g
A =0
[ 8]
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Worldwide LHC Computing Grid E V O I u t i O n

* Reduce operational overhead

— Self-supporting WLCG Tiers
* No need for external funds for operations

e Zero configuration
— For both pledged and opportunistic resources
* |Implications
— Must simplify the grid model (middleware)
* As thin a layer as possible

— Make service management lightweight
— Centralize key services at a few large centres
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Computing Grid

The Future

Laurence.Field@cern.ch
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» e SCale of challenge

* Computing challenge

— Will “double” next run

450.0@

400.0@ .

350.08

30002 ] — Then explode thereafter
25008 $ ] 2”;. * Experiment upgrades
200.02 S ALICED o ngh Iuminosity

* Two solutions

100.0@

— More efficient usage

50.0

e Better algorithms

0.0@

2010 2015 2018 2023 e Better data management
| GRIDA — More resources

o 2::: Compute: Growth > x50 - Opportunistic

1008 LHChE What we think is * Volunteer

ol B af;‘grrﬂ‘;‘fﬂ?n;”(ff?;;ﬁl‘jo — Move with technology

e Ny e Clouds

408 .
* Processor architectures

20@

ox
RunBR Runi2@ Run@B®@ Runili
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Computing Model Evolution

Evolution of
computing models

Hierarchy Mesh
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Network Evolution - LHCONE

Worldwide LHC Computing Grid

Evolution of computing models
also require evolution of network
infrastructure

- Enable any Tier 2, 3 to easily
connect to any Tier 1 or 2

LHCOPN
T0-T1,T1-T1

LHCONE
T1,T2,T3
\ GPN

T1, T2, T3 over general-

purpose IP research
infrastructure

Aggregation
Network

TX
{ Aggregatlon Aggregatlon
Network Network
Aggregatlon
Network

contin t col

LHCONE

¢ distributed exchange point
O single node exchange point

7/22/2014

Use of Open Exchange
Points

Do not overload the
general R&E IP
infrastructure with
LHC data

Connectivity to T1s,
T2s, and T3s, and to
aggregation networks:
NRENs, GEANT, etc.
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% XEES Data Popularity

« Usage of data is highly skewed 0.45

Avg PD2P Replica Use vs. _Dataset Age All Data

« Dynamic data placement can
improve efficiency

« Data replicated to T2s at
submission time (on demand)
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e OtOrage Federations

 Transparent access to distributed resources

e through a unique namespace.

* Advantages
— Resilience
* Jobs will not fail due to unavailable data as another replica will be found

— Overflow
* Send jobs to a data-less site with free CPU
— Storage efficiency

* Fewer replicas of data need

— Transparency

e All data available through a single namespace

* Experiments expect 10% of the access may be this way



% VYECS Clouds

VMs on demand

4>
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micomnss  VIOTIVAtiON

General solution

— Originated and supported outside of HEP
* Delivered as a metered service

— Commercial providers
e Sustainability

— Mature SLAs
— Opportunistic use
» Simplified and broad approach
* Many sites are deploying cloud stacks internally
— OpenStack, OpenNebula, ...
* Experiments have used many cloud instances
— WHLCG sites
— HLT farms
— Helix Nebula

— Commercial providers

e Utility Computing?
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* reme. High-level View

A 4

A

VM WN

Instantiates Schedules

Request Job

BS

Interface CE

A

Request Resource Y Submits Pilot
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% WLCS Functional Areas

* Image Management

* (Capacity Management
* Monitoring

* Accounting

* Pilot Job Framework

* Supporting Services



%" WLCG

s VOlUNteer Computing

HC@honm P e
LHC@home s a platiorm for volunteers o help physicists develop and explot particle accelerators ke CERN's La
adron Coflider, and to compare theory with experiment in the search for new fundamental particles. R
( ) By conlributng spare processing capact on thei home and lapop computers, volunleers may run simulations of beam 7=\

dynamics and particie collisions in the LHC's gian

LHC@home

Homepage

About ATLAS@Home
The Sixtrack project

ATLAS@Home Is a research project that uses volunteer computing to run simulations of the ATLAS experiment at CERN. You can
participate by downloading and running a free program on your computer.

Help us 10 study the LHC machine and its upgrade t
the universe.

View details

The vLHCathome project

understand the fundamental laws of

s a particle physics experiment taking place at the Large H. at CERN, that searches for new particles and
processes using head-on collisions of protons of extraordinary n-,n energy. Petabytes of dota were recorded, processed and
analyzed during the first three years of data taking, leading to up to 300 publications covering all the aspects of the
Model of particie physics, including the discovery of the in 2012

Large scale simulation campaigns are & key ingredient for physicists, who permanently compare their data with both “known”
physics and “new" phenomena predicted by alternative models of the universe, particies and interactions. This simulation runs on
Grid and at any one point there are around 150,000 tasks running. You can help us run even more
simulation by using your computer’s idle time to run these same

Help us to do research about the elusive Higgs particle with our virtual atom smasher
(formerly known as Test4Theory)

the WLCG

ks

No knowledge of particle physics is required, but for those interested in more details, at the moment we simulate the creation
and decay of supersymmetric bosons and fermions, new types of particles that we would love to discover next year, as they
would help us to shed light on the dark mystery!

The program you will download runs simulation software inside a virtual machine hosted by your computer. The virtual machine
mage is ~S00MB but is only downloaded once. Each workunit downloads & small set of input data and runs for approx 1 to 2
hours depending on the computer’s processor spe

Project Partners THE ATLAS®Home PROJECT IS STILL UNDER DEVELOPMENT, and It cannot be guaranteed that jobs will be
there will always be work available, but do not hesitate to contact us at

Join ATLAS@Home

from errors or that

(H

= This project uses BOINC. If youre siready running BOINC, select Add Project. If not, downiosd BOIN
citizen EOLE touyT e « This project aiso requires v to be Instalied
cyberscience © Windows: VirtualBox is included in Windows distributions of Boinc and so does not have to be installed separately.
© Mac and Linux: VirtualBox must be installed seporately

w— 2013 -- European Organization for Nucear Research * In case of problems using the latest version of VirtualBox try using version 4.2.16.
ChprigecEnn Plat Ol e ks -  After chaosing Add Project i Baine Manager, choase ATLAS@home from the list o profects
; bock

*+ IMPORTANT:
© A reasonably powerful modern 64-bit computer with at least 4GB of memory Is required to run ATLAS@Home.
Enabling 64-bit virtualisation may require some changes in BIOS settings.
o In Boinc Manger set the % of processors used to be at most 50%, otherwise your computer may run out of memory.
o The work units may use a lot of netwrk bandwidth, 5o a slow Internet connection may reduce wark unit eficiency
* If you're running a command-line version of BOINC, cre st
o If you have any problems
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' It would have been impossible to release physics results so quickly without

the outstanding performance of the Grid (including the CERN Tier-0)

| Number of concurrent ATLAS jobs Jan-July 2012

Running jobs 5

181 Days from Week 01 of 2012 to Week 26 of 2012
T T T
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8 TeV Monte Carlo samples

lexible Computing Model and Operation team - accommodate high
and pile-up, intense MC smula’ggn analysis demands from worldwide

Laurence @dern.ch

users (through e.g. dynamic data placement)




