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1 Introduction

1 Introduction

In a traditional quantum field theory (QFT) course, you learn to extract Feynman rules from

a Lagrangian and use them to calculate a scattering amplitude A as a sum of Feynman dia-

grams organized perturbatively in the loop-expansion. From the amplitude you calculate the

di↵erential cross-section, d�
d⌦ / |A|2, which — if needed — includes a suitable spin-sum average.

Finally the cross-section � can be found by integration of d�/d⌦ over angles, with appropriate

symmetry factors included for identical final-state particles. The quantities � and d�/d⌦ are

the observables of interest for particle physics experiments, but the input for computing them

are the gauge invariant on-shell scattering amplitudes A. These on-shell amplitudes A are the

subject of this review.

Examples of processes you have likely encountered in QFT are

Compton scattering e� + � ! e� + � ,

Møller scattering e� + e� ! e� + e� , (1.1)

Bhabha scattering e� + e+ ! e� + e+ ,

and perhaps also 2 ! 2 gluon scattering

g + g ! g + g . (1.2)

For instance, starting from the Quantum Electrodynamics (QED) Lagrangian you may have

calculated the tree-level di↵erential cross-section for Bhabha-scattering. It is typical for such

a calculation that the starting point — the Lagrangian in its most compact form — is not

too terribly complicated. And the final result can be rather compact and simple too. But

the intermediate stages of the calculation often explode in an inferno of indices, contracted

up-and-down and in all directions — providing little insight of the physics and hardly any hint

of simplicity.

Thus, while you think back at your QFT course as a class in which (hopefully!) you did a lot

of long character-building calculations, you will also note that you were probably never asked

to use Feynman diagrams to calculate processes that involved more than four or five particles,

even at tree level: for example, e� + e+ ! e� + e+ + � or g + g ! g + g + g. Why not?

Well, one reason is that the number of Feynman diagrams tends to grow fast with the number

of particles involved: for gluon scattering at tree level we have

g + g ! g + g 4 diagrams

g + g ! g + g + g 25 diagrams

g + g ! g + g + g + g 220 diagrams

(1.3)

and for g+g ! 8g you need more than one million diagrams [1]. Another important point is that

each diagram gets significantly more complicated as the number of external particles grows. So
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Gluon scattering amplitudes  

However, the result for the amplitudes can be written  
much more compactly, e.g. 

2 Spinor helicity formalism 2.5 Yang-Mills theory, QCD, and color-ordering

I Exercise 2.22

Use a well-chosen set of reference spinors to show that the entire 4-gluon amplitudes

vanish if all four gluons have the same helicity.

I Exercise 2.23

Calculate the color-ordered 4-gluon tree amplitude A4[1�2�3+4+] using Feynman rules

and a smart choice of reference spinors. Show that the answer can be brought to the form

A4[1
�2�3+4+] =

h12i4
h12ih23ih34ih41i . (2.79)

Note the cyclic structure of the numerator factor.

The result for the 4-gluon amplitude is an example of the famous Parke-Taylor n-gluon tree

amplitude: for the case where gluons i and j have helicity �1 and all the n � 2 other gluons

have helicity +1, the tree amplitude is

An[1
+ . . . i� . . . j� . . . n+] =

hiji4
h12ih23i · · · hn1i . (2.80)

We prove this formula in Section 3. The number of Feynman diagrams that generically con-

tribute to an n-gluon tree amplitude is9

n = 3 4 5 6 7 . . .

#diagrams = 1 3 10 38 154 . . .

A fun little trivia point you can impress your friends with in a bar (oh, I mean at the library),

is that the number of trivalent graphs that contribute to the n-gluon tree process is counted by

the Catalan numbers.

It should be clear that even if you have learned now some handy tricks of how to choose the

polarization vectors to reduce the complexity of the calculation, it would be no fun trying to

calculate these higher-point amplitudes brute force. But despite the complications of the many

diagrams and their increased complexity, the answer is just the simple Parke-Taylor expression

(2.80) for the � � ++ · · ·+ helicity case. And that is the answer no matter which fancy field

redefinitions we might subject the Lagrangian to and no matter which ugly gauge we could

imagine choosing. It is precisely the point of the modern approach to amplitudes to avoid such

complications and get to an answer such as (2.80) in a simple way.

I Exercise 2.24

Rewrite the expression (2.79) to show that the 4-gluon amplitude can also be written

A4[1
�2�3+4+] =

[34]4

[12][23][34][41]
. (2.81)

9This can be seen by direct counting, but see also analysis in [5].
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Why are the results so simple? 

Is there a better way to calculate amplitudes? 

That is what this talk is about! 



What makes gauge theory amplitudes difficult? 

Feynman rules (and hence the diagrams) depend on  
 
•  Choice of  gauge 
 
•  Field redefinitions 
 
because the Lagrangian is off-shell. 
 
But the on-shell amplitudes are independent of  both. 

If we can work only with on-shell invariant input, then these  
complications are avoided.   

There is a way to do this:   on-shell recursion relations 

[Britto, Cachazo, Feng, Witten (2005)] 
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On-shell recursion relations  

Idea: build up n-point amplitudes from lower-point on-shell amplitudes  

Mathematically 

3 On-shell recursion relations at tree-level 3.2 BCFW recursion relations

we call them subamplitudes. The rule for the internal line in the diagrammatic representation

(3.5) is to write the scalar propagator 1/P 2
I of the unshifted momenta. Each subamplitude

necessarily involves fewer than n external particles, hence all the residues at finite z can be

determined in terms of on-shell amplitudes with less then n particles. This is the basis of the

recursion relations.

The contribution Bn from the pole at infinity has in general no similar expression in terms of

lower-point amplitudes; there has recently been various approaches to try to compute the form

of Bn systematically (see for example [15, 16]), but there is currently not a general constructive

method. Thus, in most applications, one assumes — or, much preferably, proves — that Bn = 0.

This is most often justified by demonstrating that

Ân(z) ! 0 for z ! 1. (3.6)

If (3.6) holds, we say that the shift (3.1) is valid (or good), and in that case the n-point on-shell

amplitude is completely determined in terms of lower-point on-shell amplitudes as

An =
X

diagrams I

ÂL(zI)
1

P 2
I

ÂR(zI) =
X

diagrams I

P
I

^^

^

^

^

^

^

L R . (3.7)

The sum is over all possible factorization channels I. There is also implicitly a sum over all

possible on-shell particle states that can be exchanged on the internal line: for example, for

a gluon we have to sum the possible helicity assignments. The recursive formula (3.7) gives a

manifestly gauge invariant construction of scattering amplitudes. This is the general form of

the “on-shell recursion relations” for tree-level amplitudes with the property (3.6). We did not

use any special properties of d = 4 spacetime, so the recursion relations are valid in d spacetime

dimensions. In the following, we specialize to d = 4 again.

3.2 BCFW recursion relations

Above we shifted all external momenta democratically, but with a parenthetical remark that

some of the lightlike shift-vectors rµi might be trivial, rµi = 0. The BCFW shift is one in which

exactly two lines, say i and j, are selected as the only ones with non-vanishing shift-vectors.

In d = 4 spacetime dimension, the shift is implemented on angle and square spinors of the two

chosen momenta:

|̂i] = |i] + z |j] , |ĵ] = |j] , |̂ii = |ii , |ĵi = |ji � z|ii . (3.8)

No other spinors are shifted. We call this a [i, ji-shift. Note that [̂ik] and hĵki are linear in z

for k 6= i, j while ĥiĵi = hiji, [̂iĵ] = [ij], ĥiki = hiki, and [ĵk] = [jk] remain unshifted.

I Exercise 3.1

Use (2.15) to calculate the shift vectors rµi and rµj corresponding to the shift (3.8). Then

show that your shift vectors satisfy the properties (i)-(iii) of the Section 3.1.
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lower-point 

The derivation exploits complex analysis and Cauchy’s theorem in a  
very simple way: uses knowledge of  physical poles in amplitudes 
and factorization.  

“hat” indicates  
momentum shift 
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gluon + gluon ! squark + squark

+ + +

As if  four diagrams weren’t bad enough…. having to square this |A4|2  
and sum over colors & helicities to get the cross-section just makes it worse. 

A4    =   

Recursion relations makes this much simpler! 

I’ll illustrate it first in the limit of  msquark = 0 
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gluon + gluon ! squark + squark

Recursion relations: only one diagram 
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Figure 3: With the shifted gluons at each side, this is the only possible factorization channel
for the color ordered amplitude A
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[g
1

g
2

q̃
3

q̃⇤
4

]. Since there is no gluon-gluon-squark vertex, the
intermediate particle has to be a squark.

Then,
h1|3|2]h2|3|1] = u

1

t
1

�m2

q̃s , (14)

where t
1

(u
1

) = t(u) � m2

q̃ . Again, the other helicity configuration has the same squared
amplitude. Therefore,

X
|A

4

(q
1

q̄
2

q̃
3

q̃⇤
4

)|2 = 2(N2 � 1)g4
u
1

t
1

�m2

q̃s

s2
. (15)

As we can see, setting mq̃ = 0 gives back (10). Moreover, our result agrees with [2] (unnum-
bered equation in page 7), in the limit ĝs = 0 and nf = 1/2.

3 Gluons ! Squarks

Since there are 4 diagrams (or 3 if we consider color ordered diagrams) for the process gg !
q̃q̃⇤, we will calculate its amplitude using the BCFW recursion relation. It is shown in [3]
that any amplitude with at least one gluon obeys a BCFW recursion relation. In particular,
a [�, anyi-shift gives the desired large z fallo↵. Shifting the square (angle) spinor of negative
(positive) helicity gluons (spin one) rather than shifting squarks (spin zero) guarantees a
better large z behavior for the shifted amplitude (c.f. [4]). So we will use a [1, 2i-shift (as
defined in eq. (7)) to calculate the color ordered amplitude A

4

[g
1

g
2

q̃
3

q̃⇤
4

]. For this, we will
need the 3-point amplitudes as inputs for the recursion relation.

3.1 Massless Squarks

Again, consider first the massless case. The 3-point amplitudes are fixed by little group
scaling:

A
3

[g�
1

q̃
2

q̃⇤
3

] =
h12ih13i
h23i , A

3

[g+
1

q̃
2

q̃⇤
3

] =
[12][13]

[23]
. (16)

5

For the color ordered amplitude, there is only one factorization channel (see Figure 3), which
can be computed much faster than the three usual Feynman diagrams. Using eq. (6):

A
4

[g�
1

g+
2

q̃
3

q̃⇤
4

] = A
3

[g�
ˆ

1

q̃� ˆP14
q̃⇤
4

]
1

P 2

14

A
3

[g+
ˆ

2

q̃
3

q̃
ˆP14

]

=
h1P̂

14

ih14i
hP̂

14

4i
1

P 2

14

[23][2P̂
14

]

[3P̂
14

]
.

(17)

The pole is

0 = [1̂4] = [14] + z
14

[24] ) z
14

= � [14]

[24]
. (18)

Therefore, we have

• h1P̂
14

i[2P̂
14

] = h1|1̂ + 4|2] = h14i[24] ,

• hP̂
14

4i[3P̂
14

] = �h4|1̂ + 4|3] = h41i[1̂3] = h41i
[24]

([13][24] + [14][32]) =
h14i[12][43]

[24]
,

where we used Schouten identity in the last equality. Plugging the above results in (17) yields

A
4

[g�
1

g+
2

q̃
3

q̃⇤
4

] =
[23]2[24]2

[12][23][34][41]
. (19)

The other split helicity configuration (in which the two gluons have opposite helicities) is
obtained by simple complex conjugation

A
4

[g+
1

g�
2

q̃
3

q̃⇤
4

] =
h23i2h24i2

h12ih23ih34ih41i . (20)

Using the same shift, we can show that the configurations where the gluons have the same
helicities vanish due to 3-particle kinematics (we will see that this is not the case for massive
squarks). Since squarks are in the fundamental representation, the full amplitude is given by

A
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](T aT b)ij +A
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i
. (21)

So, summing the squared amplitude over colors and helicity configurations yields
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] + c.c.)} . (22)

This calculation involves the computation of the traces

Tr(T aT bT bT a) =
(N2 � 1)2

N
and Tr(T aT bT aT b) = �N2 � 1

N
,

which can be done using the SU(N) completeness relation

T a
ijT

a
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N
�ij�nm
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by explicit substitution or diagramatically. Now, let’s evaluate eq. (22). For g+
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2

, we get
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where we used the identity s+ t+ u = 0 , and
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To get to the third equality, we used h12i[23] = h14i[34] , h12i[24] = �h13i[34] and their
complex conjugates. For the other configuration, g�

1

g+
2

, we obtain the same results. So,
plugging these expression in (22) yields
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3.2 Massive Squarks

Now we need the Feynman rules to determine the 3-point amplitudes used in the recursion
relation. First, in the spinor helicity formalism, we can write the gluon polarization vector as

✏µ�(p) = �hp|�µ|q]p
2[qp]

, ✏µ
+

(p) = �hq|�µ|p]p
2hqpi

, (24)

where q 6= p is a reference light-like vector. All amplitudes must be independent of the choice
of q. The 3-point color ordered amplitudes are given by
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Since it does not describe a possible process, it can depend on q
1

. But, as we will see shortly,
the 4-point amplitude is indeed independent of the choice of the reference vectors. The
factorization channel is the same as before (Figure 3). So, starting from the first line in (17)
and using the same [1, 2i-shift, we get
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In order to find the pole location, we need to solve P̂ 2

14

+m2

q̃ = P̂ 2

23

+m2

q̃ = 0, from which we
get

z
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= �h1|4|1]
h1|4|2] = z

23

=
[2|3|2i
[2|3|1i . (27)

7

=
t2

s2

h12i[12] = (p1 + p2)
2 = �s, etc
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Figure 3: With the shifted gluons at each side, this is the only possible factorization channel
for the color ordered amplitude A
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]. Since there is no gluon-gluon-squark vertex, the
intermediate particle has to be a squark.

Then,
h1|3|2]h2|3|1] = u

1

t
1

�m2

q̃s , (14)

where t
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) = t(u) � m2

q̃ . Again, the other helicity configuration has the same squared
amplitude. Therefore,
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As we can see, setting mq̃ = 0 gives back (10). Moreover, our result agrees with [2] (unnum-
bered equation in page 7), in the limit ĝs = 0 and nf = 1/2.

3 Gluons ! Squarks

Since there are 4 diagrams (or 3 if we consider color ordered diagrams) for the process gg !
q̃q̃⇤, we will calculate its amplitude using the BCFW recursion relation. It is shown in [3]
that any amplitude with at least one gluon obeys a BCFW recursion relation. In particular,
a [�, anyi-shift gives the desired large z fallo↵. Shifting the square (angle) spinor of negative
(positive) helicity gluons (spin one) rather than shifting squarks (spin zero) guarantees a
better large z behavior for the shifted amplitude (c.f. [4]). So we will use a [1, 2i-shift (as
defined in eq. (7)) to calculate the color ordered amplitude A
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]. For this, we will
need the 3-point amplitudes as inputs for the recursion relation.

3.1 Massless Squarks

Again, consider first the massless case. The 3-point amplitudes are fixed by little group
scaling:
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where we used Schouten identity in the last equalities. Note that we just showed that the
amplitude does not depend on the reference spinors. In particular, we see that we could have
set q

1

= p
2

and q
2

= p
1

. Plugging it back into (26) and using complex conjugation to find the
other split helicity configuration gives us
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Now consider the other possible helicity configurations, g�
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and its conjugate. The factor-
ization channel is still the same, so
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We saw, while computing (26), that we can set q
1

= p
2

. Let’s take a look at the other factor

• h2̂|3|q
2

]

[q
2

2]
=

h2|3|q
2

]� z
14

h1|3|q
2

]

[q
2

2]
=

h1|4(|2]h2|+ |1]h1|)3|q
2

]

[q
2

2]h1|4|2] =
h1|4(3 + 4)3|q

2

]

[q
2

2]h1|4|2]

= m2

q̃
h1|3 + 4|q

2

]

[q
2

2]h1|4|2] = m2

q̃
h1|(|1i[1|+ |2i[2|)|q

2

]

[q
2

2]h1|4|2] = �m2

q̃
h12i
h1|4|2] .

To get to the fourth equality, we used /pi/pi = �p2i = m2

q̃ (i = 3, 4). Note that this shows that,
in the massless limit, the right subamplitude vanishes. We advertised this result in section
3.1. So, in the massive case, the other two helicity configuration amplitudes are given by
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Now let’s calculate the squared amplitude. Consider first the split helicity configuration g�
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u1 = u�m2
q̃

Therefore,

• h1|4|q
1

]

[q
1

1̂]
=

h1|4|q
1

]

[q
1

1] + z
14

[q
1

2]
=

h1|4|q
1

]h1|4|2]
h1|4(|2][1q

1

] + |1][2q
1

])
=

h1|4|2]
[21]

,

• [2|3|q
2

i
hq

2

2̂i
=

[2|3|q
2

i
hq

2

2i � z
23

hq
2

1i =
[2|3|q

2

i[2|4|1i
[2|3(|1ihq

2

2i+ |2ih1q
2

i) =
[2|3|1i
h12i ,

where we used Schouten identity in the last equalities. Note that we just showed that the
amplitude does not depend on the reference spinors. In particular, we see that we could have
set q
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and q
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. Plugging it back into (26) and using complex conjugation to find the
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We saw, while computing (26), that we can set q
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To get to the fourth equality, we used /pi/pi = �p2i = m2
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in the massless limit, the right subamplitude vanishes. We advertised this result in section
3.1. So, in the massive case, the other two helicity configuration amplitudes are given by
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We get the same results for the other split helicity configuration. Consider now g�
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Again, we get the same results for g+
1

g+
2

. Plugging all these expression in (22) gives
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(31)
The massless limit reduces to (23) and our result agree with [2] (unnumbered equation in
page 7), in the limit ĝs = 0 and nf = 1/2.
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This is the well-known result from the gluon to squark  
cross-section in the literature. Here derived via recursion  
relations by a Michigan undergrad, Filipe Rudriguez. 

t1 = t�m2
q̃



Example 2: Gluon fusion 

[Cohen, H.E., Kiermaier (2010)] 

Gluon-Higgs fusion:  g g → Higgs 

dim-5 operator 

→ Applied 
on-shell recursion 
to gluon-Higgs fusion 
 
⇒  Higgs+n gluon  
     amplitudes 

[Dixon, Glover, Khoze’04; 
Berger, Del Duca, Dixon’06] 
 

Proof  of  validity 

1-loop  
⇒  tree-level 
 
2-loop 
⇒ 1-loop  

etc 
 



Study of Scattering Amplitudes 

Two pillars  

Practical application 
to phenomenologically 
relevant processes 

Uncover the  
mathematical structure  
of  the amplitudes 

TRUTH BEAUTY 
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(gluons, gluinos, scalars - all massless)"
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3) Use new methods to explore perturbative quantum gravity."

Goals: `Solve’ theory at all loop order.!
Compact expressions? Understand why!!

Goals: application to analysis of data from !
LHC and future particle experiments. New physics insights?!

Goals: Point-particle quantum gravity perturbatively sensible?!
Gravity as (gauge theory)2 !

Structure of string theory amplitudes   
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1)  Try to push loop calc as far as possible in a very controlled "
simple theory: “(planar) N=4 Super Yang Mills Theory” (SYM)"
(gluons, gluinos, scalars - all massless)"

Goals: `Solve’ theory at all loop order.!
Compact expressions? Understand why!!

Tree-level: all tree amplitudes in N=4 SYM solved via recursion.  

Loops:  

Generalized Unitarity  [Bern, Dixon, Kosower,…] 6 Loops I: Unitarity methods 6.1 Unitarity and the generalized unitarity method

+ +

1

2

1

2

1

2

+ =

1

2

Figure 2: The sum of residues from all Feynman diagrams with propagators `2 and (`�p1�p2)2 on-shell
must give the product of two tree-amplitudes.

6.1 Unitarity and the generalized unitarity method

We begin with a concrete example: the color-ordered planar 5-point 1-loop gluon amplitude in

pure Yang-Mills theory. Suppose we identify31 the loop-momentum such that in each Feynman

diagram, ` is the momentum that flows between legs 1 and 5, as indicated in Figure 2. Then

we can collect all the distinct Feynman diagrams under one integral,Z
dD`

X
j

Jj . (6.2)

The integrands Jj take the form indicated in (6.1). To compute the full amplitude we need to

integrate ` over R4 (after Wick rotation from R1,3), but let us focus on the subplane where the

loop-momentum satisfies the two cut conditions

`2 = (` � p1 � p2)
2 = 0 . (6.3)

On this subplane, integrands of the form

Ji =
1

Si

cini

· · · (`2) · · · (` � p1 � p2)2 · · · (6.4)

become singular. The singularity corresponds to a kinematic configuration where two propa-

gators go on-shell. So the sum of the corresponding residues from all such integrands must be

equivalent to the product of two on-shell tree amplitudes, as shown schematically in Figure 2.

In other words, if the enemy gives us an integrand and claims that it corresponds to the 1-loop

amplitude of some (unitary) theory, we can test the claim by checking if the integrand factorizes

correctly into products of tree amplitudes. This way, our knowledge of tree amplitudes can be

recycled into information about the loop-integrand! The operation of taking loop propagators

on-shell is called a unitarity cut. It originates from the unitary constraint of the S-matrix.

To see how, recall that unitarity requires S†S = 1. Writing S = 1 + iT , where T represents

the interacting part of the S-matrix, unitarity requires �i(T � T †) = T †T . If we examine

this constraint order by order in perturbation theory, it tells us that the imaginary part of the

T -matrix at a given order is related to the product of lower-order results. In particular, the

imaginary part of the 1-loop amplitude is given by a product of two tree amplitudes. This is

31More about this choice in Section 7.1.
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tree x tree 

Loop integrand recursion relations 
[Arkani-Hamed, Bourjaily, Cachazo, Trnka] 

Symmetry/integrability  [Vieira, Sever, Basso,…] 



Planar N=4 Super Yang Mills Theory and GEOMETRY 

It turns out that amplitudes have a geometric interpretation.  
 
Recursion relations    =>    amplitude = sum of  terms 
 
Each of  these terms can be interpreted as the volume of  a 4-simplex 

196 Polytopes

An n-simplex is the convex hull of a set of n+ 1 points. Examples:

0-simplex = a point
1-simplex = line segment
2-simplex = triangle
3-simplex = tetrahedron.

(10.11)

An n-simplex is bounded by n+1 (n�1)-simplices who intersect each other in
�
n+1
2

�
(n�2)-

simplices. For n+1 generic points in Rn, an n-simplex has an n-dimensional volume. (For CPn

it will be n-complex dimensional.) The volume of a polytope can be calculated by ‘tessellating’
it into simplices, whose volumes are easier to calculate.

Now that we know what simplices and polytopes are, let us progress towards understanding how
the integrand in (10.6) represents the volume of a 4-simplex in CP4, as claimed. As a warm-up,
we begin in 2 dimensions with a 2-simplex (a triangle).

Area of a 2-simplex in CP2

The area of a triangle in a 2-dimensional plane can be computed as

Area

26664 1

2

3

x,y
37775 =

1

2

������
x1 x2 x3

y1 y2 y3
1 1 1

������ , (10.12)

where the (xi, yi) are the coordinates of the three vertices.

I Exercise 10.1

If the area formula (10.12) is not familiar, you should derive it by showing that it is equivalent
to the “1

2 ⇥ base ⇥ height”-formula that was imprinted on your brain in elementary school.

The 1’s in the last row of (10.12) are redundant as we can write the same formula as a sum of
the 2 ⇥ 2 minors. In physics, when faced with a redundancy we can choose to eliminate it or
promote it to a feature. Choosing the latter, we define three 3-vectors along with a reference
vector:

WiI =

0@ xi

yi
1

1A , ZI
0 =

0@ 0
0
1

1A , I = 1, 2, 3 . (10.13)

The area can now be written

Area

26664 1

2

3

x,y
37775 =

1

2

h1, 2, 3i
(Z0 · W1)(Z0 · W2)(Z0 · W3)

, (10.14)

where the 3-bracket is the contraction of a 3-index Levi-Civita tensor with the three Wi vectors:
h1, 2, 3i = ✏IJKW1IW2JW3K . Using (10.13), the h1, 2, 3i-numerator exactly equals the 3 ⇥ 3-
determinant in (10.12), so you might consider the trivial dot-products Z0 · Wi = ZI

0WiI = 1 in
the denominator a provocation of your sense of humor. However, written in the form (10.14), the
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Just like a polygon can be  
triangulated in different ways  
for computation of  its area, a polytope 
can be triangulated into simplices. 

In this way, we can interpret the 
amplitude as the volume of  polytope  
in a higher-dimensional space!! 

10 Polytopes 10.2 NMHV tree superamplitude as the volume of a polytope

As an example, introduce a ‘non-local’ point (1, 3) as the intersection of lines 1 and 3. The

resulting triangulation is

1
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3

4

(4,1)

(1,2)

(2,3) (3,4)
(1,3)

= 1

3

4

(4,1)

(3,4)
(1,3)

�
1

2

3

(1,2)

(2,3)(1,3)

=
⇥
4, 1, 3

⇤ � ⇥
2, 1, 3

⇤
=

⇥
4, 1, 3

⇤
+

⇥
1, 2, 3

⇤
. (10.23)

The area of the 4-edge polytope is given by the di↵erence of two triangular areas. The non-local

vertex (1, 3) appears in both triangles. Comparing the last two lines, the sign of the 3-bracket

indicates the orientation of the triangle with respect to a particular predetermined ordering of

all edges (or, in higher dimensions, boundaries).

It is useful to also consider another triangulation, so introduce the point (2, 4):
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⇤
. (10.24)

The two triangulations (10.23) and (10.24) compute the same area (“amplitude”), so we have

a CP2 version of the identity (10.1), namely [4, 1, 3]+ [1, 2, 3] = [1, 2, 4]+ [2, 3, 4] which can also

be written ⇥
2, 3, 4

⇤ � ⇥
1, 3, 4

⇤
+

⇥
1, 2, 4

⇤ � ⇥
1, 2, 3

⇤
= 0 . (10.25)

I Exercise 10.3

Suppose the 4-vertex polytope in the example above was not convex as drawn in (10.24):

show that the volume of a non-convex 4-vertex polytope can also be written [1, 2, 4] +

[2, 3, 4].

Polytopes in CP4

Extending the simple CP2 example to CP4, one finds that the BCFW representation of a 6-

point NMHV tree superamplitude corresponds to a triangulation of the associated polytope by

introduction of three new auxiliary vertices. This allows one to use the given external data, the
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it will be n-complex dimensional.) The volume of a polytope can be calculated by ‘tessellating’
it into simplices, whose volumes are easier to calculate.

Now that we know what simplices and polytopes are, let us progress towards understanding how
the integrand in (10.6) represents the volume of a 4-simplex in CP4, as claimed. As a warm-up,
we begin in 2 dimensions with a 2-simplex (a triangle).

Area of a 2-simplex in CP2

The area of a triangle in a 2-dimensional plane can be computed as

Area

26664 1

2

3

x,y
37775 =

1

2

������
x1 x2 x3

y1 y2 y3
1 1 1

������ , (10.12)

where the (xi, yi) are the coordinates of the three vertices.

I Exercise 10.1

If the area formula (10.12) is not familiar, you should derive it by showing that it is equivalent
to the “1

2 ⇥ base ⇥ height”-formula that was imprinted on your brain in elementary school.

The 1’s in the last row of (10.12) are redundant as we can write the same formula as a sum of
the 2 ⇥ 2 minors. In physics, when faced with a redundancy we can choose to eliminate it or
promote it to a feature. Choosing the latter, we define three 3-vectors along with a reference
vector:

WiI =

0@ xi

yi
1

1A , ZI
0 =

0@ 0
0
1

1A , I = 1, 2, 3 . (10.13)

The area can now be written

Area

26664 1

2

3

x,y
37775 =

1

2

h1, 2, 3i
(Z0 · W1)(Z0 · W2)(Z0 · W3)

, (10.14)
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point NMHV tree superamplitude corresponds to a triangulation of the associated polytope by

introduction of three new auxiliary vertices. This allows one to use the given external data, the
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The amplituhedron 
[Arkani-Hamed, Trnka] 



1)  Try to push loop calc as far as possible in a very controlled "
simple theory: “(planar) N=4 Super Yang Mills Theory” (SYM)"
(gluons, gluinos, scalars - all massless)"

2) Adapt lessons from N=4 SYM to phenomenologically "
relevant theories to find new computational methods. "

3) Use new methods to explore perturbative quantum gravity."

Goals: `Solve’ theory at all loop order.!
Compact expressions? Understand why!!

Goals: application to analysis of data from !
LHC and future particle experiments. New physics insights?!

Goals: Point-particle quantum gravity perturbatively sensible?!
Gravity as (gauge theory)2 !

Structure of string theory amplitudes   

Three Major Research Directions"
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Point-particle quantum gravity is non-renormalizable. 
 
So not a good theory of  quantum gravity.   

But what if  the perturbation series were finite at each loop order? 



3) Use new methods to explore perturbative quantum gravity."

Point-particle quantum gravity is non-renormalizable. 
 
So not a good theory of  quantum gravity.   

But what if  the perturbation series were finite at each loop order? 

ar
X

iv
:h

ep
-th

/0
61

10
86

v1
  8

 N
ov

 2
00

6

UCLA/06/TEP/30 SLAC-PUB-12187

Is N = 8 Supergravity Ultraviolet Finite?

Z. Berna, L. J. Dixonb, R. Roibanc

aDepartment of Physics and Astronomy,
UCLA, Los Angeles, CA 90095-1547, USA

bStanford Linear Accelerator Center,
Stanford University, Stanford, CA 94309, USA

eDepartment of Physics, Pennsylvania State University,
University Park, PA 16802, USA

Conventional wisdom holds that no four-dimensional gravity field theory can be ultraviolet finite.
This understanding is based mainly on power counting. Recent studies confirm that one-loop N = 8
supergravity amplitudes satisfy the so-called “no-triangle hypothesis”, which states that triangle
and bubble integrals cancel from these amplitudes. A consequence of this hypothesis is that for any
number of external legs, at one loop N = 8 supergravity and N = 4 super-Yang-Mills have identical
superficial degrees of ultraviolet behavior in D dimensions. We describe how the unitarity method
allows us to promote these one-loop cancellations to higher loops, suggesting that previous power
counts were too conservative. We discuss higher-loop evidence suggesting that N = 8 supergravity
has the same degree of divergence as N = 4 super-Yang-Mills theory and is ultraviolet finite in four
dimensions. We comment on calculations needed to reinforce this proposal, which are feasible using
the unitarity method.

INTRODUCTION

Conventional wisdom holds that it is impossible to con-
struct a finite field theory of quantum gravity. Indeed, all
widely accepted studies to date have concluded that all
known gravity field theories are ultraviolet divergent and
non-renormalizable [1, 2, 3, 4]. If one were able to find
a finite four-dimensional quantum field theory of grav-
ity, it would have profound implications. In particular,
finiteness would seem to imply that there should be an
additional symmetry hidden in the theory.

Although power counting arguments indicate that
all known gravity field theories are non-renormalizable,
there are very few explicit calculations establishing their
divergence properties. For pure gravity, a field redef-
inition removes the potential on-shell one-loop diver-
gence [1, 2], but the calculation of Goroff and Sagnotti [5],
confirmed by van de Ven [6], explicitly shows that pure
Einstein gravity has an ultraviolet divergence at two
loops. If generic matter fields are added [1, 2] a diver-
gence appears already at one loop. If the matter is added
so as to make the theory supersymmetric, the divergences
are in general delayed until at least three loops (see e.g.
refs. [3, 4]). However, no complete calculations have been
performed to confirm that the coefficients of the poten-
tial divergences in supersymmetric theories are actually
non-vanishing.

One approach to dealing with the calculational dif-
ficulties [7, 8, 9, 10, 11] makes use of the unitarity
method [12, 13, 14, 15, 16], as well as the Kawai, Lewellen
and Tye (KLT) relations between open- and closed-string
tree-level amplitudes [17]. In the low-energy limit the

KLT relations express gravity tree amplitudes in terms
of gauge theory tree amplitudes [18]. Combining the KLT
representation with the unitarity method, which builds
loop amplitudes from tree amplitudes, massless gravity
scattering amplitudes – including their ultraviolet diver-
gences – are fully determined to any loop order starting
from gauge theory tree amplitudes. In particular, for the
case of N = 8 supergravity, the entire perturbative ex-
pansion can be built from N = 4 super-Yang-Mills tree
amplitudes [7]. It is rather striking that one can obtain
all the amplitudes of N = 8 supergravity from the tree
amplitudes of an ultraviolet-finite conformal field theory.

The KLT relations between gauge and gravity ampli-
tudes are especially useful for addressing the question of
the ultraviolet divergences of gravity theories because,
from a technical viewpoint, perturbative computations
in gauge theories are much simpler than in gravity theo-
ries. With the unitarity method, these relations are pro-
moted to relations on the unitarity cuts. This strategy
has already been used [7] to argue that the first poten-
tial divergence in N = 8 supergravity would occur at five
loops, instead of the three loops previously predicted us-
ing superspace power counting arguments [4]. Using har-
monic superspace, Howe and Stelle have confirmed this
result [19]. Very interestingly, they also speculate that
the potential divergences may be delayed an additional
loop order.

In this note we reexamine the power counting of ref. [7]
for N = 8 supergravity. We demonstrate that there are
additional unexpected cancellations beyond those iden-
tified in that paper. Our analysis of the amplitudes is
based on unitarity cuts which slice through three or more
lines representing particles, instead of the iterated two-

< 2007: 4-graviton 1,2,3-loop finite 
2009: 4-graviton 4-loop finite 

[Bern, Carrasco, Dixon, Johansson,  
 Kosower, Roiban (2007)+(2009)] 

N=8 supergravity in 4d: 

(2007) 

Done using generalized unitarity AND gravity as (gauge theory)2 !
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INTRODUCTION

Conventional wisdom holds that it is impossible to con-
struct a finite field theory of quantum gravity. Indeed, all
widely accepted studies to date have concluded that all
known gravity field theories are ultraviolet divergent and
non-renormalizable [1, 2, 3, 4]. If one were able to find
a finite four-dimensional quantum field theory of grav-
ity, it would have profound implications. In particular,
finiteness would seem to imply that there should be an
additional symmetry hidden in the theory.

Although power counting arguments indicate that
all known gravity field theories are non-renormalizable,
there are very few explicit calculations establishing their
divergence properties. For pure gravity, a field redef-
inition removes the potential on-shell one-loop diver-
gence [1, 2], but the calculation of Goroff and Sagnotti [5],
confirmed by van de Ven [6], explicitly shows that pure
Einstein gravity has an ultraviolet divergence at two
loops. If generic matter fields are added [1, 2] a diver-
gence appears already at one loop. If the matter is added
so as to make the theory supersymmetric, the divergences
are in general delayed until at least three loops (see e.g.
refs. [3, 4]). However, no complete calculations have been
performed to confirm that the coefficients of the poten-
tial divergences in supersymmetric theories are actually
non-vanishing.

One approach to dealing with the calculational dif-
ficulties [7, 8, 9, 10, 11] makes use of the unitarity
method [12, 13, 14, 15, 16], as well as the Kawai, Lewellen
and Tye (KLT) relations between open- and closed-string
tree-level amplitudes [17]. In the low-energy limit the

KLT relations express gravity tree amplitudes in terms
of gauge theory tree amplitudes [18]. Combining the KLT
representation with the unitarity method, which builds
loop amplitudes from tree amplitudes, massless gravity
scattering amplitudes – including their ultraviolet diver-
gences – are fully determined to any loop order starting
from gauge theory tree amplitudes. In particular, for the
case of N = 8 supergravity, the entire perturbative ex-
pansion can be built from N = 4 super-Yang-Mills tree
amplitudes [7]. It is rather striking that one can obtain
all the amplitudes of N = 8 supergravity from the tree
amplitudes of an ultraviolet-finite conformal field theory.

The KLT relations between gauge and gravity ampli-
tudes are especially useful for addressing the question of
the ultraviolet divergences of gravity theories because,
from a technical viewpoint, perturbative computations
in gauge theories are much simpler than in gravity theo-
ries. With the unitarity method, these relations are pro-
moted to relations on the unitarity cuts. This strategy
has already been used [7] to argue that the first poten-
tial divergence in N = 8 supergravity would occur at five
loops, instead of the three loops previously predicted us-
ing superspace power counting arguments [4]. Using har-
monic superspace, Howe and Stelle have confirmed this
result [19]. Very interestingly, they also speculate that
the potential divergences may be delayed an additional
loop order.

In this note we reexamine the power counting of ref. [7]
for N = 8 supergravity. We demonstrate that there are
additional unexpected cancellations beyond those iden-
tified in that paper. Our analysis of the amplitudes is
based on unitarity cuts which slice through three or more
lines representing particles, instead of the iterated two-

< 2007: 4-graviton 1,2,3-loop finite 
2009: 4-graviton 4-loop finite 
2010: all n-graviton amplitudes finite L<7  
          guaranteed by symmetries. 

[Bern, Carrasco, Dixon, Johansson,  
 Kosower, Roiban (2007)+(2009)] 

N=8 supergravity in 4d: 

(2007) 

[Freedman, Kiermaier, HE;      Kiermaier, HE;   
 Beisert, Kiermaier, Freedman, Morales, Stieberger (2010)] 

Perturbative finiteness still an open question. 

Used amplitude  
techniques to asses  
possible UV counterterms.  
No loops needed. 



Summary 

Modern on-shell methods for scattering amplitudes  
are incredibly powerful. 
 
Applications in a wide range of  problems: 
 
•  Pheno amplitudes 
•  Formal developments (mathematical structure, geometry) 
•  Quantum gravity 
•  Studies of  formal aspects of  QFT 
•  Non-renormalization theorems  

and much more! 
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Includes introductions to: 
 
Spinor helicity formalism 
for Feynman diagrams. 
 
On-shell recursion relations. 
 
Supersymmetry applications. 
 
Unitarity cuts and loops. 
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(Grassmannians, on-shell diagrams, polytopes, supergravity,  
supergravity = (SYM)2…) 


